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Abstract—We present a class of Minimum Cost Blocking (MCB) problems in Wireless Mesh Networks (WMNs) with multi-path
wireless routing protocols. We establish the provable superiority of multi-path routing protocols over conventional protocols against
blocking, node-isolation and network-partitioning type attacks. In our attack model, an adversary is considered successful if he is able
to capture/isolate a subset of nodes such that no more than a certain amount of traffic from source nodes reaches the gateways.
Two scenarios, viz. (a) low mobility for network nodes, and (b) high degree of node mobility, are evaluated. Scenario (a) is proven to
be NP-hard and scenario (b) is proven to be #P-hard for the adversary to realize the goal. Further, several approximation algorithms
are presented which show that even in the best case scenario it is at least exponentially hard for the adversary to optimally succeed
in such blocking-type attacks. These results are verified through simulations which demonstrate the robustness of multi-path routing
protocols against such attacks. To the best of our knowledge, this is the first work that theoretically evaluates the attack-resiliency and
performance of multi-path protocols with network node mobility.
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1 INTRODUCTION

MULTI-PATH traffic scheduling and routing proto-
cols in wired networks are deemed superior over

conventional single path protocols in terms of both
enhanced throughput and robustness. In wireless net-
works, even though the dynamic nature of networks and
resource constraints entail additional overhead in main-
taining and reconfiguring multiple routes, which could
offset the benefits seen in wired networks, research has
proven that multi-path routing provides better Quality
of Service (QoS) guarantees. This paper adopts a unique
approach to further assay their utility by investigating
the security and robustness offered by such protocols.
Specifically, we study the feasibility and impact of block-
ing type attacks on these protocols. In our study, Wire-
less Mesh Networks (WMNs) [1] are considered as the
underlying representative network model. WMNs have
a unique system architecture where they have nodes
communicating wirelessly over multiple hops to a back-
bone network through multiple available network gate-
ways. Primary traffic in WMNs is between the backbone
network and stationary/mobile nodes. This architecture
has led to WMNs emerging as a key component in the
networking and communications domain due to their
design which allow numerous diverse commercial and
military applications [2], [3], [4], [5]. This uniqueness of
WMNs has resulted in significant research effort being
placed on designing various protocols for it. The main
focus, however, is on multi-path routing schemes since
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efficient multi-path traffic scheduling schemes can split a
node’s traffic into multiple flows along several accessible
gateways and eventually reassemble this traffic at the
backbone network at low costs. This makes WMNs ideal
candidates for applying the full scope of any wireless
multi-path protocols and study the impact of these
attack scenarios. Though the underlying representative
network model considered for this study is WMN, the at-
tack scenarios and results in this paper are fully portable
to other types of wireless data networks which use multi-
path routing protocols [6], [7], [8].

1.1 Scope, Impact and Relevance
The scope of this paper is the dependability of intercon-
nection networks, their performance, and fault tolerance
under various attack scenarios. The research reported
here is largely theoretical1 and establishes the superiority
of multi-path routing protocols in the face of malicious
attacks. The impact and relevance pertain to building
confidence on existing schemes which primarily rely on
the robustness of multi-path protocols. The impacted
areas would include load balancing [9], network cod-
ing [10], [11], [12] and threshold cryptography [13], [14],
in the wireless domain.

(a) Active Attack Scenarios for Recovery and Resiliency:
This work is highly relevant for scenarios where it may
be easier (or harder) for the adversary to compromise
some nodes in the network, as compared to compromis-
ing the rest of the nodes. For example, it would usually
be more difficult (in terms of cost) to block nodes closer
to the gateways or Base Stations (BS) due to reasons
of physical proximity (physically better guarded), or

1. A wireless mesh network is represented by an undirected graph
and all analyses are based on graph theory.
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signal strength (nodes closer to BS may have better
received signal strength). Similarly, it is highly desirable
for protocols to continue to execute correctly without
information compromise, even in the presence of a few
malicious nodes. Currently, most security protocols do
not address recovery from malicious behavior. Protocols
simply abort execution and restart if any malicious
behavior is detected. This is detrimental especially in
applications where real-time response and high level
security are important as information may have already
been lost in the partial execution and frequent restart of
the protocols.

(b) Relevance and Impact on Existing Protocols: Multi-
path routing protocols can naturally extend threshold
cryptography concepts to the wireless domain. Demon-
strated robustness of multi-path protocols against such
blocking-type attacks would increase confidence in uti-
lizing threshold cryptography schemes [15], [16]. In
threshold cryptography, a node splits a secret into sev-
eral shares, routes them along independent paths, and a
threshold number of shares have to be compromised (at
least) for an adversary to recover the secret. Our results
imply that it would be at least exponentially hard for
an adversary to optimally compromise or block certain
threshold number of shares such that either the adver-
sary recovers the secret, or equivalently, the secret is not
recovered properly at the destination. Network coding,
where nodes intelligently send redundant information
along multiple paths to ensure security and reliability
and to detect any problems with a route would also
benefit from such demonstrated robustness of multi-path
routing. Again, it would be at least exponentially hard
for the adversary to optimally compromise more than a
threshold number of these paths to render such network
coding schemes ineffective.

1.2 Contributions

While there has been some work on integrating the
benefits provided by multi-path routing protocols with
security mechanisms [17], [18], [19], there exists a gap
in analyzing multi-path routing attacks. Specifically two
areas that need to be analyzed are: (a) The performance
in terms of security and resiliency of mobile wireless
networks multi-path protocols under different attack sce-
narios, and (b) Comparison with traditional single-path
protocols under such circumstances. This paper attempts
to achieve the above two desirable goals. To the best of
our knowledge, this is the first paper to theoretically
evaluate the performance of wireless network multi-
path protocols considering node mobility under attack
scenarios. The technical contributions of this paper are:

• The identification of the Minimum Cost Blocking
(MCB) problem. Though we consider MCB in the
WMN setting, the problem is applicable to other
wireless or wired networks.

• Evaluating the hardness of the problem. MCB is NP-
hard for the low/no node mobility scenario and

#P -hard for networks with patterned node mobil-
ity. The reduction for no-mobility is derived from
the basic Set Cover problem [20] and for mobility
scenario, from the 3SAT [21] and #SAT [22]
problems.

• Development of approximation algorithms for the
best case scenario and the performance testing of
these algorithms in different settings through ran-
dom graphs based experiments.

• Laying direction for future research to evaluate the
performance of multi-path protocols against sophis-
ticated attacks in mobile wireless networks.

1.3 Paper Organization
The rest of this paper is organized as follows. Section 2
discusses motivation and related work. Section 3 illus-
trates our attack model and the MCB problem. Section 4
introduces a particular case of multi-node MCB problem
and analyzes its complexity. Section 5 presents the main
results on the MCB problem by proving its NP-hardness.
Section 6 provides two approximation algorithms for
the MCB problem. Section 7 presents simulation results
for the algorithms for stationary MCB. Section 8 intro-
duces the #P -hard Blocking problem for WMNs with
patterned node mobility. Section 9 concludes the paper
with a discussion on future research directions.

2 MOTIVATION AND RELATED WORK

Multi-path routing protocols unlike standard routing
protocols intend to discover multiple paths between
a source and a destination node. Their utility lies in
compensating for the dynamic and unpredictable nature
of networks. Specifically, the multiple paths provide
load balancing, fault tolerance and higher aggregate
bandwidth. It has been proven that using multi-path
routing in dense networks enhances performance and
result in better throughput than unipath routing [23].
Traditionally, multi-path routing has been in the context
of WMNs. But recently, there has been progress in adapt-
ing these protocols to other types of networks such as
WSNs (Wireless Sensor Networks) [24], [25], [26], [8].

The two main components of multi-path routing are
discovering routes and then maintaining these routes
based on certain metrics. Examples of such metrics
include Estimated Transmission Count (ETX) [27], Ex-
pected Transmission Time (ETT) [28], etc. The authors
of [29] present a new multi-path routing protocol for
heterogeneous networks where they choose QoS as a
routing metric. However, it is important to note that
unlike unipath routing, multi-path routing metrics are
aggregate in nature, i.e., paths at each hop are chosen
to maximize/minimize the sum of the individual paths
at each hop and not choose the best path each hop. To
reiterate, since multi-path routing protocols are intended
to increase (decrease) say aggregate bandwidth (end to
end delay, for instance), the routes selected by these
protocols need to facilitate it. This implies that such
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routes need to be disjoint (not have any common nodes
or links) to increase fault tolerance, since the failure of a
single node/link can cripple the entire network and be
detrimental to the multi-path routing philosophy. How-
ever, the cost for discovering such routes is expensive in
terms of both time and resources. Further, because of the
nature of networks, non-disjoint routes are more abun-
dant [23]. Additionally, node-disjointness (no common
node between two paths) is a stricter requirement than
even link-disjointness (no common link between two
paths), making them least abundant and thus, hardest to
find. Due to these practical considerations, in most multi-
path routing, more often than not non-disjoint routes
are selected. This causes a huge security risk, since the
compromise of such paths could effectively partition the
network. While such a problem does arise with even uni-
path routing because of the aggregate nature of metrics
in multi-path routing, it is more severe in multi-path
routing. Another interesting point of multi-path rout-
ing is that while it might ensure failure independence,
nodes belonging to different paths might still be in the
transmission range of each other causing interference
with each other. Such routes would then cause more
harm than benefit as they would have to wait for the
transmission medium to be free and thus be unable
to perform concurrent transmissions. This presents a
unique opportunity to an attacker who can use such
nodes to partition a network. Even though most routing
protocols try to choose paths that are as transmission
independent as possible to ensure the least interference
between routes, it is not always possible to do so due
to network topologies and mobility. Thus, despite their
inherent advantages, the innate natural disadvantages
make multi-path routing protocols an attractive target
for attacks. This has led to a focus on security in multi-
path routing protocols. Much of this focus is on either
information eavesdropping or optimizing security mech-
anisms for multi-path routing. Some of these attacks
can be prevented or countered through cryptographic
techniques. For example, OSPF [30], [31] uses MD5 [32]
to guard against false packet injection. Digitally signed
statements can also be used in OSPF to prevent false
advertisement by legitimate users. In the wireless net-
work domain, such cryptographic schemes for secure
broadcast and false data injection prevention are de-
scribed in [33], [34], [35]. Recently, frameworks have
been designed to insulate against information eaves-
dropping in routing protocols, without compromising on
performance [19]. This work presents a formulation of a
game that integrates metrics of multi-path routing with
security, based on which a system administration can
incorporate one or more metrics of multi-path routing
protocols. Other works such as [36] present routing
protocol based on secret sharing over multiple paths. The
authors of [18] present a routing protocol that is designed
to prevent adversaries from overhearing information and
focuses on node-anonymity to prevent identification of
end nodes, by forwarding nodes. However, there are

other attacks that cannot be countered through crypto-
graphic techniques. Link cut attacks in wired networks,
first investigated in detail in [37], are one such type of
attack. In wireless networks, link cuts can be achieved
through jamming or interference [38]. In reality, block-
ing a certain link in a wireless network usually means
blocking all signals from a certain node or compromising
the node completely. As mentioned above this may be
relatively easy to achieve for wireless nodes deployed in
automated, unattended or hostile scenarios, accentuating
the need for research on blocking attacks – an aspect
that has been ignored by the aforementioned works. We
adopt some computation complexity related techniques
to analyze this particular aspect in multi-path routing
security. Specifically, we use techniques related to the
basic set cover and partial set cover problems. The basic
set cover problem is NP-hard and extensive research has
been done on its approximation algorithms [39], [40].
A generalization of the set cover problem is the partial
set cover problem detailed in [41], [42]. The complexity
class #P was first introduced in [43]. Sociological orbits
in wireless networks utilized in describing the node-
mobility scenario were introduced in [44].

3 ASSUMPTIONS AND THREAT MODEL

3.1 Assumptions
The network and the threat model in this paper conform
with the following conditions:

1) We consider managed networks where each node
has a unique identity. In other words, the map-
ping between network nodes and their identities
remains one-to-one, a property that can be verified
in any managed network. This will preclude node
replication attacks.

2) The attacker while having the resources cannot
deploy his own devices (nodes) to the network.

3) The adversary is a global adversary in the sense
that the adversary wants to severe the network and
can choose the way the network is to be severed. By
this we mean that he is not limited to any particular
localized area in the network.

4) Physical capture of nodes is allowed; there exists a
cost for each capture/compromise of nodes which
is assumed to be computable for the sake of sim-
plicity.

5) An attacker can also compromise nodes, however,
he does not control certain elements such as mo-
bility of the nodes or modification/addition of the
hardware of the captured nodes. This assumption
is perfectly legitimate since our model considers
that the attacker does not know all the details of
the network and it will exponentially increase the
cost of gathering these details.

6) Although the attacker may have a fair knowledge
of the workings of any system especially in wire-
less mesh networks, we do not explicitly consider
insider attacks. Insider attacks are possible in any
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organization’s system or networks. However, they
are also complex in the sense that there are possibly
many ways an insider attack can be staged. Con-
sideration of insider attacks and its analysis will
be quite involved, since there will be too many
parameters to consider and hence is outside the
scope of this paper.

3.2 Threat Model
Blocking, node-isolation and network-partitioning type
attacks are easy to launch and are effective in the wire-
less networks domain due to channel constraints and
dynamic network topologies. We emulate adversarial
behavior by attacking the multi-path schemes through
intelligent blocking and node-isolation type attacks and
study the impact. We also try to design best-case scenar-
ios for these attacks to succeed. Both low node-mobility
and high node-mobility scenarios are considered. For
comparison purposes, we also launch similar attacks
on conventional single-path protocols and measure their
impact. The minimum cost blocking (MCB) problem can
be stated as a special case of node blocking in a network
at minimum cost to the attacker. Here the attacker wants
to partition the network, thus ceasing flow of data, by
either capturing and blocking a key node or by routing
all data through a particular node. As we consider multi-
path routing protocols, the attacker has to consider the
operation of multi-path routing since multiple paths will
exist from the source to the destination. While a non-
trivial but easy solution is to launch a blackhole [45]
or wormhole [46] attack, this would force the attacker
to deploy his own nodes or capture a node close to
the destination/source which would increase his attack
cost due to the nodes’ close proximity to base stations.
In a blackhole attack, a particular node in a network
falsely advertises a route (based on metrics specific to the
protocol) to the destination node so as to force the route
discovery algorithm to choose a route through it. The
actual blackhole attack occurs when the malicious node
drops packets and hence blocks paths to the destination.
Similarly, in a wormhole attack, an attacker records pack-
ets (or bits) at one location in the network, tunnels them
(possibly selectively) to another location, and retransmits
them into the network. However, it has to be also noted
that multi-path routing is not necessarily affected by
wormhole attacks [47]. For these reasons and for stated
assumptions in Sec. 3.1, we do not consider blackhole
and wormhole attacks explicitly in this paper. Further,
sybil attack [48], [49] where a node can be assigned
multiple identities is precluded from our threat model
since the focus of this paper is primarily the blocking
attack.

4 A MULTI-NODE MCB CASE IN WIRELESS
NETWORKS

The general problem of blocking possible traffic flow
between a pair of vertices in a connected graph is known

as the max-flow min-cut problem [22], which can be
solved in polynomial time for both cases of minimum
edge cut and minimum node cut. In this section, we first
consider a particular case of blocking between a pair of
nodes in wireless networks. This, if viable, is a simple
attack that could bring down the network. Consider a
situation where the adversary has already compromised
a set of nodes in the network.2 The adversary can now
stage an attack by blocking some nodes in the network
such that all traffic between a certain pair of nodes will
pass through at least one of the compromised nodes.
Though this is conceivable, we show that it is NP-hard
to find the minimum cost set of nodes so that all traffic
between the source destination pair will pass through
one of the compromised nodes. In the most simple case,
we have a source destination pair s1 and t. Another node
(called C) is compromised which is only connected to the
destination node t and another node s2. We need to find
a minimum node cut to separate s1 and t in the graph
with the node C removed. The minimum cut has the
following property: it will separate node t from nodes s1
and s2, at the same time, keep nodes s1 and s2 connected.
In this case, the cut will cause all traffic flow from s1 to
t to pass through C. The formal problem definition is as
follows (decision version):

Definition 4.1: (3-node Induced Flow MCB). Suppose
we have an undirected graph G = (V,E), where |V | = n,
and every node vi ∈ V , 1 ≤ i ≤ n, has an associated
positive integer cost ci.3 Given three nodes s1, s2, t, and
an integer b can we find a set of nodes in V , such that the
total cost of nodes in V is no more than b, and removal
of all nodes in this set will separate t from s2 and s1, at
the same time, keep s2 and s1 connected?

Next we show that even in the case where every node
has unit cost, the problem is NP-complete.

Theorem 4.2: The 3-node Induced Flow MCB is NP-
complete even if every node has a unit cost.

Proof: We prove this result by reducing the
MAX2SAT problem to this problem. Given an instance
of MAX2SAT with m variables, r clauses, and integer
value k, we can construct a two-layer graph as follows:
the first layer has two end points s1 and s2, between
which are pairs of variable nodes (see Figure 1). In
the second layer, node t is connected to all intermediate
nodes. All the nodes represented in thick dots in the
figure are cliques. In the first layer, every thick node is
a clique of size (m+ r). In the second layer, every thick
node is a clique of size (m + r)2, and any neighboring
node of the thick node is connected to every node in
the clique. The two layers are connected as follows: the
two variable nodes corresponding to a variable and its
negation in another layer are connected, and for every
clause in the MAX2SAT instance, we connect the first
variable in the first layer to the second variable in the

2. By compromise we mean that the adversary is in control of the
node.

3. There is always a cost associated with compromising a node which
we denote as cost of compromise.



5

s

x

xx
 _  _

 1
x 2

 2

s

 1 1

s
 1

2

Fig. 1. The first layer of the constructed instance

s

x

xx
 _  _

 1

 1

x 2

 2

t

x x

x

 1

 2

x  1

 2

 _ _

s
 1

2

Fig. 2. The constructed instance of 3-node Induced Flow
MCB

second layer through an intermediate node (we call the
resulting edges as clause edges). Figure 2 is the graph
constructed for the instance (x1 ∨ x2) ∧ (x1 ∨ x2).

We set b to be m(m+ r)2 +m(m+ r) + r − k.
We have the following observations:
1) Since s1 and s2 must be connected, for every vari-

able node pair in the first layer, a variable and its
negation cannot be chosen in the cut simultane-
ously.

2) Since s1 and s2 must be separated from t, one of
the two appearances (in the two layers) of every
variable must be chosen in the cut.

3) Since the variable node in the second layer has
clique size (m + r)2, then for every variable and
its negation in the second layer, only one of them
can be chosen in the cut.

From the observations, we can conclude that for every
variable, one must choose it or its negation (but not both)
in both layers. So, the cost of the chosen variable nodes
will be m(m+ r)2 +m(m+ r). If the original MAX2SAT
has an assignment that can satisfy k clauses, then we can
choose the intermediate node of the unsatisfied clause
edges, and the variables in the truth assignment (in both
layers). We can then find a cut no more than m(m+r)2+

m(m+ r) + r − k, such that the conditions are satisfied.
Conversely, if a cut of no more than m(m+ r)2+m(m+
r)+r−k can be found, then an assignment can be found
(according to the cut) to satisfy at least k clauses.

Similarly, we can define a multi-node induced
flow MCB, in which we have u + v nodes
A1, . . . , Au, B1, . . . , Bv in the graph, and we would
like to find the minimum cut that can separate
A1, . . . , Au from B1, . . . , Bv , and at the same time, keep
A1, . . . , Au connected and B1, . . . , Bv also connected.
Obviously, the 3-node Induced Flow MCB is a special
case of the multi-node Induced Flow MCB.

We can show that multi-node Induced Flow MCB
(where the number of nodes is not fixed) is MAXSNP-
hard.

Theorem 4.3: Multi-node Induced Flow MCB is
MAXSNP-hard.

Proof: We can use a similar reduction as in the proof
of the NP-hardness of 3-node Induced Flow MCB. Given
an instance of MAX2SAT with m variables, we construct
an instance of multi-node Induced Flow MCB, which
is similar to the instance constructed in the proof of
the NP-hardness of 3-node Induced Flow MCB. In the
constructed instance of multi-node Induced Flow MCB,
we have nodes A1, . . . , Au, and B1, . . . , Bv , where we
need to find a cut to separate A1, . . . , Au from B1, . . . , Bv ,
at the same time, keep all nodes in A1, . . . , Au connected
and all nodes in B1, . . . , Bv connected. In the constructed
graph, we also have two layers, but every layer is similar
to the first layer in our construction in the proof of NP-
hardness of the 3-node Induced Flow MCB. Node Ai

(1 ≤ i ≤ u) is connected to the two variable nodes
xi and xi in the first layer. Node Bi (1 ≤ i ≤ v) is
connected to the two variable nodes xi and xi in the
second layer. For every clause, we also construct the
clause edges with an intermediate node (same as that in
the proof of NP-hardness of 3-node Induced Flow MCB).
In the constructed graph, every node has cost 1. We set
the bound b to be 2m + r − k. Figure 3 is the graph
constructed for the instance (x1 ∨ x2) ∧ (x1 ∨ x2).

It is easy to see, since we need to keep A1, . . . , Au

connected and B1, . . . , Bv connected, that for every
variable, one must choose to block the variable or
its negation (but not both) in both layers. So we can
see that the MAX2SAT instance (denoted as I) has an
assignment which satisfies at least k clauses if and
only if the constructed multi-node Induced Flow MCB
instance (denoted as I1) has a blocking cost at most
b. Suppose the optimal solution of the MAX2SAT in-
stance is OPT (2SAT ). Then the optimal solution of
the corresponding multi-node Induced Flow MCB is
OPT (MCB). The cost of the solution found for the con-
structed multi-node Induced Flow MCB instance is c(I1).
The cost of the corresponding solution of the original
MAX2SAT instance is c(I) and we have OPT (2SAT ) ≥
3r/4. We can also assume that every variable of the
MAX2SAT should appear in at least one of the clauses,
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then we have r ≥ m/2. Now we have

OPT (MCB) ≤ 2m+
r

4
≤ 17

3
OPT (2SAT )

c(I1)−OPT (MCB) ≤ OPT (2SAT )− c(I)

This means the reduction is an L-reduction [22],
and consequently, multi-node Induced Flow MCB is
MAXSNP-hard.

We also present an approximation algorithm for the
3-node Induced Flow MCB. The idea is to use linear
programming (LP) formulation.

Algorithm 4.4: Step 1: Solve the following LP L1:
Minimize

∑
u∈V

cuqu

subject to

∑
all neighbors v of u

fuv

=
∑

all neighbors v of u

fvu, ∀u ∈ V, u ̸= s1, s2 (1)

∑
all neighbors v of s1

fs1v = 1 (2)

∑
all neighbors v of s2

fvs2 = 1 (3)

0 ≤ fuv ≤ 1, ∀u, v ∈ V

ys1,u ≤ qu + ys1,v, ∀(u, v) ∈ E (4)

ys2,u ≤ qu + ys2,v, ∀(u, v) ∈ E (5)

qs2 = qs1 = qt = ys1,s1 = ys2,s2 = 0 (6)

ys1,t = ys2,t = 1 (7)

∑
all neighbors v of u

fuv + ys1,u ≤ 1u inV, u ̸= s1, s2 (8)

∑
all neighbors v of u

fuv + yt2,u ≤ 1u inV, u ̸= s1, s2 (9)

0 ≤ ys1,u ≤ 1, 0 ≤ ys2,u ≤ 1, 0 ≤ qu ≤ 1, ∀u ∈ V (10)

Here qu is a label we assign for every node u. Equation
(1) guarantees that every node has a balanced flow, and
the total flow from s1 to s2 is 1. Inequalities (4), (5), (6),
(7) guarantee that in every path from s1 (or s2) to t, the
summation of all labels qu along this path will be at least
1. Inequalities (8) and (9) mean that if a node is labeled,
then no flow should pass through it (if L1 has integer
solution, this can be guaranteed).

Step 2. Find a path from s1 to s2, which satisfies the
following condition: for every node u in the path, there
is a flow of size at least 1/(n−3) passing through u. This
can be done because in the above LP, we find a fractional
flow of size 1 from s1 to s2.

Step 3. Change the cost of all nodes in the identified
path in Step 2 to infinity, and add a new node s, which
is connected only to s1 and s2. Then, find a minimum
cut from s to t, and take this cut as the solution of the
problem.

Theorem 4.5: The algorithm described above achieves
a ratio of n− 3.

Proof: Suppose the solution of L1 (if one exists) is
C1. The optimal solution is OPT and the solution found
by the algorithm is C2. It is easy to see C1 ≤ OPT , and
every path P from s1 (or s2) to t must have a summation
of label values at least 1 so that we have∑

u:flow passes u=0

qu ≥
1

n− 3

Then

C2 ≤ (n− 3)
∑
u∈V

qu ≤ (n− 3)C1 ≤ (n− 3)OPT

If every node has unit cost, then we can modify
the above algorithm slightly to get a second algorithm,
where all the steps are unchanged except in the LP
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formulation. The inequalities (8) and (9) are changed
respectively to∑

all neighbors v of u

fuv + 2ys1,u ≤ 1, u ∈ V, u ̸= s1, s2

∑
all neighbors v of u

fuv + 2yt2,u ≤ 1, u ∈ V, u ̸= s1, s2

We have the following result.
Theorem 4.6: The modified algorithm achieves a ratio

of d+1, where d = min(ds1 , dt) +min(ds2 , dt). Here ds1 ,
ds2 , and dt are degrees of s1, s2, and t, respectively.

Proof: First we consider the following LP (denoted
as L2).

Minimize
∑
u∈V

cuqu

subject to:

ys1,u ≤ qu + ys1,v, ∀(u, v) ∈ E

ys2,u ≤ qu + ys2,v, ∀(u, v) ∈ E

qs2 = qs1 = qt = ys1,s1 = ys2,s2 = 0

ys1,t = ys2,t = 1

0 ≤ ys1,u ≤ 1, 0 ≤ ys2,u ≤ 1, 0 ≤ qu ≤ 1/2, ∀u ∈ V

Suppose the solution of L2 is C3 and the solution
of the modified algorithm is C4. Then we can see that
C3 ≤ (d + 1)OPT/2 because for every node in the cut
of the optimum solution of the original problem, if we
label it as 1/2, then to guarantee that every path from s1
to t has total label value 1, we could label min(ds1 , dt)
more nodes with label 1/2. Similarly, to guarantee every
path from s2 to t has total lablel value 1, we can label
min(ds2 , dt) more nodes with label value 1/2. So we
have C3 ≤ (d+ 1)OPT/2. Then

C4 ≤ 2C3 ≤ (d+ 1)OPT

5 MULTI-PATH MCB PROBLEM

We now present the Multi-path MCB problem for the
stationary-nodes/low-mobility scenario. The network is
modeled as an undirected graph G, with vertex set V
and edge set E. Here, every vertex represents a node in
the network and a link between two vertices implies that
corresponding nodes are within each other’s radio range.
A directed graph may better represent the network for
real-world situations since nodes may have different
radio ranges, signal strength may be different in each
direction, and links may not be completely bidirectional.
However for simplifying the problem description we
assume an undirected graph, emphasizing that all our
results are equally applicable to the general case of
directed graphs.

5.1 Multi-path MCB Optimization Problem
Suppose that in the graph G(V,E), |V | = k. Every
node vi in V is associated with a cost ci which is the

cost of compromising the node. There are m =
k∑

i=1

ni

paths P11, . . . , P1n1 , . . . , Pk1, . . . , Pknk
. Here, Pi1, . . . , Pini

(i = 1, . . . , k), are paths originating from node i (or
equivalently, paths belonging to node i). What is the
minimum cost to compromise a subset of nodes such
that a certain percentage of paths belonging to a node
are compromised? That is, for every node i ( i = 1, . . . , k
), what is the minimum cost to compromise at least Ri

(0 ≤ Ri ≤ ni) paths out of all paths belonging to this
node (i.e., paths Pi1, . . . , Pini ). This is a typical optimiza-
tion problem. The corresponding decision problem is
described below.

5.2 Multi-path MCB Decision Problem
Given: Graph G(V,E), where every node vi in V has
a cost ci of compromise, the set of nodes in paths
P11, . . . , P1n1 , . . . , Pk1, . . . , Pknk

and integers C and Ri

(0 ≤ Ri ≤ ni).
Statement: Is there a subset V ′ of V such that compro-
mising V ′ will block at least Ri paths out of Pi1, . . . , Pini ,
for every node vi (i = 1, . . . , k), and the total cost of
nodes in V ′ is no greater than C?

In reality, the adversary may not need to block all the
nodes in a network. However, since our description and
algorithms apply to the general case of blocking traffic
from a subset of nodes, we can simply let all paths
related to nodes not in the target subset to be empty.
It is easy to show that the problem is NP-complete.

Theorem 5.1: The MCB decision problem is NP-
complete.

Proof: The problem is a general case of the partial set
cover problem [20], which is a well known NP-complete
problem. So multi-path MCB is NP-complete.

6 APPROXIMATION ALGORITHMS FOR MULTI-
PATH MCB, NO MOBILITY

In this section we present two algorithms for the MCB
problem with stationary nodes. The first one is a greedy
algorithm and the second one LP-based. We derive the
approximation ratio for both of them. We first define
the notion of “cover”which will be used frequently in
later discussions and then list some notations needed to
describe the algorithms.

Definition 6.1: When a node (or a node within a subset
of nodes) is on a path, we say that the node (or the subset
of nodes) covers that path. When Ri paths belonging to
a node i are covered, we say that node i is covered.

6.1 Notations
T : The set of nodes that have been chosen at the begin-
ning of an iteration (an iteration includes all sub-steps
of Step 2 in Algorithm 6.2).
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Ei: Effective number of node i, or the number of
effective paths the node i will cover in the current
iteration of the algorithm. An effective path means that
the path has not been covered yet and the corresponding
target node to which that path belongs has not been
blocked yet.
Wij : Number of paths that belong to node j and are

covered by node i.
Yj : Number of already covered paths that belong to

node j.
αi: Cost-effective index of node i.
D: Set of nodes currently covered (used in Algorithm

6.4).
Oi: Number of paths belonging to node i covered by

the set of nodes returned by the function call SetCover
(used in Algorithm 6.4).

6.2 The Greedy Algorithm and Approximation Ratio
Our first algorithm, a greedy one, selects the most cost-
effective node iteratively and at the same time removes
the covered paths and the paths unusable in the future.
Unusable paths are those originating from a node i with
at least Ri paths already blocked, as covering these paths
would be inconsequential.

The algorithm runs until the nodes in T have covered
the required paths for all the nodes in V , i.e., T covers
at least Ri paths for node i, where i = 1, . . . , k. This
condition is termed as “Done.”

Algorithm 6.2:
1. T ← ϕ, and mark all paths and nodes as uncovered;
2. While not Done, iterate the following sub-steps:

2.1. For every remaining node in V \T , say,
node i, in the current iteration, compute its effective
number Ei as follows:

Ei ← 0

2.1.1. For every node j that is not cov-
ered yet, compute min(max((Rj − Yj), 0),Wij). Update
Ei as follows:

Ei = Ei +min(max((Rj − Yj), 0),Wij)

2.2. Compute the cost-effective index αi as
follows:

αi =
ci
Ei

2.3. Choose node u with the lowest cost-
effective index (αu); Mark every path node u covers as
covered; For every effective path p that node u covers, set
the price of the effective path, i.e., price(p) = αu; Iterate
through all the currently uncovered nodes; Mark those
nodes that have been covered by node u in this iteration
as covered; Add node u to T, i.e.,

T ← T ∪ u

3. Output T ;
Note that in Step 2.1.1 of Algorithm 6.2, Wij is the
number of paths that belong to node j and are covered

by node i, Yj is the number of already covered paths that
belong to node j. Thus min(max((Rj − Yj), 0),Wij) is
essentially the number of effective (or useful) uncovered
paths that belong to node j and are covered by node i.

Next we show that Algorithm 6.2 achieves an approx-

imation ratio of lnR, where R =

k∑
i=1

Ri.

Theorem 6.3: Algorithm 6.2 achieves an approximation
ratio of lnR.

Proof: The proof is similar to the proof for the ratio
of the greedy algorithm for set cover problem in [50].
Suppose the optimum solution has a cost OPT . We
number the covered effective paths in the algorithm in
the order in which they are covered, and name them
as P1, . . . , PR. In every iteration in the algorithm, the
new optimal solution (selected from V \T ) that covers
the remaining nodes (that are not covered yet) has a
cost at most OPT . Among them, there must be one node
that has cost-effective index at most OPT/U , where U is
the number of uncovered effective paths (otherwise the
optimum solution will have a cost greater than OPT ). In
the iteration that covers path Pj , there are at least R−j+1
paths not yet covered. Because we choose the node with
lowest cost-effective index, we have price(Pj) ≤ OPT

R−j+1 .
The total cost of our algorithm will be

R∑
j=1

price(Pj) ≤ (1 +
1

2
+ . . .+

1

R
)×OPT

≤ OPT × lnR

If we adopt the algorithm SetCover for partial set
cover in [51], which is based on LP relaxation, then we
get a new algorithm which is described next.

6.3 The LP Algorithm and Approximation Ratio
The LP Algorithm uses a function
SetCover(P, V \T, c,Rj), where P is the set of all
uncovered paths belonging to node j, c is the array of
cost values for nodes in V \T (i.e., cj ,∀j ∈ V \T ). The
function SetCover returns the selected sets (nodes) that
cover at least Rj paths in P .

Algorithm 6.4:
1. T ← ϕ, D ← ϕ
2. While D does not contain all nodes in the graph,

iterate the following sub-steps:
2.1. Choose node j with the highest Rj value;

Call SetCover(P, V \T, c,Rj);
2.2. D ← D ∪ j
2.3. For every node returned by the function,

T ← T ∪ i
2.4. Remove from P , every path that is covered

by the nodes returned by the function call SetCover;
P ← P\p

2.5. For every i ∈ V \D, adjust Ri as follows:
Ri = max(0, Ri − Oi) ; If Ri becomes 0 (it means that
node i is blocked); D ← D ∪ i
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3. Output T .
Algorithm 6.4 repeatedly blocks a node in every it-

eration (Step 2), until all nodes are blocked. Note that
in Step 2.5 of Algorithm 6.4, Oi is the number of paths
belonging to node i that were covered by the set of nodes
returned by SetCover.

Theorem 6.5: Algorithm 6.4 achieves an approxima-
tion ratio of h × k, where h is the length (number of
nodes in the path) of the longest path.

Proof: The approximation ratio of algorithm Set-
Cover is h [51]. Obviously at every iteration the sum of
the cost of selected nodes < h×OPT , so the total cost of
the solution returned by Algorithm 6.4 is ≤ h×k×OPT .

6.4 Approximation Ratios: Practical Significance
The approximation ratios obtained above are coarse
performance measures for the algorithms. It is difficult
to compare the two, i.e., the values h× k and lnR, since
they depend on specific problem instances. Also, these
ratios are far from tight because precise analysis is very
difficult. It is an open research issue to determine if
any better algorithms (algorithms with guaranteed better
ratios) exist. We evaluate the performance of these algo-
rithms in the next section by conducting experiments on
randomly generated graphs.

In a practical setting, if the graph (network) is sparse
and the topology is known to the adversary, it would
be easier for the adversary to successfully launch such
blocking attacks. If the graph is dense, then launching
an effective attack would be more difficult. From a
protocol security and resiliency point of view, it would
be ideal if the network topology information is hidden
from the adversary, making it extremely hard to launch
such attacks. However, in practice, complete topology
obfuscation is not necessary. If the adversary has partial
topological information, the above algorithms cannot be
executed correctly. Thus, even partial topology obfusca-
tion can be a significant deterrent against the full scope
of such attacks. This provides motivation for introducing
network node mobility where exact network topology is
never accurately known. We extend our results to WMNs
with node mobility in Section 8.

7 EXPERIMENTAL VALIDATION

We evaluated the performance of the two low/no mo-
bility multi-path MCB algorithms using randomly gen-
erated graphs that represent arbitrary wireless mesh
networks. For convenience, we have denoted these al-
gorithms as Greedy Algorithm (Algorithm 6.2) and LP
Algorithm (Algorithm 6.4). For comparison purposes,
we also evaluated the performance of a greedy algo-
rithm for MCB in a single-path scheme. The single-path
algorithm is similar to the multi-path MCB except that
every node has only one path to the nearest (with the
fewest number of hops in the path) router. The random
graphs are generated in the following way: All nodes in

the graph are randomly distributed in a 500m × 500m
square region, and if the distance between two nodes
is in the radio range, then the two nodes are connected
in the graph. There are four gateways that are located
in the four corners of the square region. Every node has
four routes to the four gateways, and routing is based on
the Dijkstra algorithm [52]. The goal of the attacker is to
block the traffic of some target nodes. The experimental
validation was done by writing a simple C++ based
simulator, since the aim of these experiments is to verify
the theoretical results by analyzing the performance of
the algorithms from a graph theory perspective. No net-
work simulators were needed since no network related
properties are considered in our analyses. All tests were
run on a Linux OS powered computer, with 1Gb RAM
and an Intel Pentium III 1.33 GHz processor. For the
source code of the simulation experiment, the reader
may refer to Appendix.

We tested two scenarios. In the first scenario, each
node has cost 1, which means that the effort needed
to compromise different nodes is the same. In the sec-
ond scenario, every node has a base cost 10, plus an
additional cost inversely proportional to the distance
between the node and the center of the whole square
region; the maximum value of additional cost is 10.
This scenario is based on the assumption that it is more
difficult to compromise those nodes which are closer to
the gateways, and this assumption is quite practical. The
total number of nodes in the region is denoted by n, the
radio range of a single node is r and the possibility that
a node is selected as target node is denoted by u. All
selected target nodes are at least one hop away from all
gateways (which we denote as non-G1 nodes). Here n, r
and u are adjustable parameters. When at least 3 out
of the 4 paths to the gateways (here the path does not
include the node itself and the gateway) of a node are
locked, we consider that the node is blocked. We use our
algorithms to find the subset of nodes with minimum
total cost in order to block paths from some randomly
selected nodes in the square region. The experimental
results from the direct implementation of our algorithms
are shown in figures 4 through 9. In all these figures,
x-axis represents the r values of a single node, y-axis
denotes the total cost of the subset of nodes found by
the algorithms. All data points are the average of 100
runs. The value of r ranges from 100 to 180.

Figure 4 through Figure 7 are results for the scenario
where every node has cost value 1. Figure 4 corresponds
to u = 1/20 and n = 120. Figure 5 shows the results of u =
1/10 and n =120. Figure 6 shows the results of u = 1/20
and n = 100. Figure 7 shows the results of u = 1/10 and
n = 100. The graphs in Figure 8 and Figure 9 show the
results when the second scenario to generate cost value
of nodes is used. Figure 8 shows the results for u = 1/20
and n = 120, while Figure 9 shows the results for u =
1/20 and n = 100.

The following conclusions can be drawn from these
experimental results.
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Fig. 4. Cost of Blocking: Scenario 1, u = 1/20 and n = 120

Fig. 5. Cost of Blocking: Scenario 1, u = 1/10 and n =120

• The performance of Greedy Algorithm is better than
that of LP Algorithm in most of the cases we tested.
Intuitively, this is because the first algorithm is more
like a “global” algorithm, and the second algorithm
considers every node separately.

• In all the test cases, the cost of the single-path-
blocking greedy algorithm is lower than the two
multi-path algorithms. This is obvious and reason-
able since it requires more effort to block more
paths. But when the number of target nodes in-
creases, the difference between the cost of single
path blocking and multi-path blocking decreases.
This is because in this case there will be more
paths in the graph, and some nodes may become
a bottleneck for several paths. These nodes would
be easy targets for attacks.

Fig. 6. Cost of Blocking: Scenario 1, u = 1/20 and n = 100

Fig. 7. Cost of Blocking: Scenario 1, u = 1/10 and n = 100

• When the number of nodes increases, the cost
for both single path blocking and multi-path
blocking increases. This is also reasonable since in
this situation, the graph become denser, and the
targeted paths will become more disjointed.

• When the radio range of a single node increases, the
trend of blocking-cost for target paths is not very
obvious. In some cases, increasing the radio range
results in a “peak” for the blocking cost. Intuitively,
increase in radio range also increases the number of
edges in the graph, making the target paths more
disjoint. But when the number of edges reaches a
threshold, it ceases to have a significant effect in the
disjointedness of the paths.
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Fig. 8. Cost of Blocking: Scenario 2, u = 1/20 and n = 120

Fig. 9. Cost of Blocking: Scenario 2, u = 1/20 and n = 100

8 EXTENSION TO MESH NETWORKS WITH
PATTERNED MOBILITY

In the previous sections, we considered only limited
or no network node mobility. If network nodes are
mobile then the analysis of the MCB problem becomes
more complicated. We first briefly review graph theoretic
modeling of node mobility and the concept of stochastic
blocking to address the MCB problem for networks with
mobile nodes.

Nodes in real wireless networks have some form of
patterned mobility (demonstrated in [44] and the ref-
erences therein). In WMNs, the mobility pattern of the
nodes is predictable [44], [1]. The nodes move within
mobility orbits and the position of a given node has a
probability distribution over the positions of the orbit.

Our analysis of the node-mobility blocking problem as-
sumes that movement of the WMN nodes follows such a
probabilistic patterned mobility model. We introduce the
concept of Node-based Stochastic Graphs to characterize
such patterned node mobility.

Definition 8.1: Node-based Stochastic Graph: It is an
undirected graph with a subset of nodes that are
dynamic, i.e., every such node is associated with a
probability of existence. Formally, let G = (V,E)
be an undirected graph with n nodes, where V =
{v11, . . . , v1t1 , v21, . . . , v2t2 , vh1, . . . , vhth , vh+1, . . . , vn}. V
contains two types of nodes: fixed nodes and dynamic
nodes (our definition of Node-based Stochastic Graphs
is in line with the WMN architecture. WMN routers have
no/low mobility and WMN nodes are mobile).

Nodes vh+1, . . . , vn are fixed nodes. Nodes vi1, . . . , viti ,
1 ≤ i ≤ h are possible positions of node vi, 1 ≤ i ≤
h. There is an associated probability pij for every vij ,
1 ≤ i ≤ h, 1 ≤ j ≤ ti, which means that node vi has
probability pij to be in position vij of G.

8.1 The Stochastic Blocking Problem

Since the network is dynamic, the adversarial goal
would be to choose such a set of target nodes, whereby
blocking them would result in the blocking probability
being higher than some desired value. The formal de-
scription of the Stochastic Blocking is as follows.

Given: (1) A Stochastic Graph S(V,E), where every
node vi in V has a cost ci of compromise.

(2) The set of nodes in m =
k∑

i=1

ni paths

(P11, P12, . . . , P1n1), (P21, P22, . . . , P2n2),

. . . , (Pk1, Pk2, . . . , Pknk
).

All source and destination nodes in these paths are
fixed nodes.

(3) Integers Ri, 0 ≤ Ri ≤ ni, and a value p, 0 ≤ p ≤ 1.
Statement 1 (Optimization): Is there a subset V ′ of V

such that compromising V ′ will block, with a probability
p, at least Ri paths out of Pi1, Pi2, . . . , Pini , (1 ≤ i ≤ k),
for every node vi, i = 1, 2, . . . , k, and the total cost of
nodes in V ′ is minimized? This is an optimization prob-
lem; the corresponding decision problem (with same
conditions) is stated below.

Statement 2 (Decision): Is there a subset V ′ of V such
that, compromising V ′ will block, with a probability p,
at least Ri paths out of Pi1, Pi2, . . . , Pini , (1 ≤ i ≤ k), for
every node vi, i = 1, 2, . . . , k, and the total cost of nodes
in V ′ is no greater than C? Here C is some pre-specified
number.

Next we demonstrate that even determining the block-
ing probability of a given dynamic graph is #P -hard.
For that we first define a problem called #Blocking,
evaluate the hardness of #Blocking, and show that
Stochastic Blocking is harder than #Blocking.
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Fig. 10. An instance of #SAT

8.2 #Blocking : Evaluating Hardness of Stochastic
Blocking

Definition 8.2: #Blocking : Given the above graph
model, the computational problem #Blocking is to de-
termine the probability that at least Ri paths out of
Pi1, Pi2, . . . , Pini , (1 ≤ i ≤ k) will be blocked.

It is evident that an efficient solution of #Blocking
is a necessary precursor to solving Stochastic Blocking
efficiently; it is required to determine the blocking prob-
ability before finding the optimal subset of nodes for
blocking. That is, stochastic MCB should be at least as
hard as #Blocking. Next we show that #Blocking is
#P − hard using the reduction of #SAT to #Blocking.

Theorem 8.3: #Blocking is #P − hard.
Proof: We can reduce #SAT to #Blocking. Suppose

that we have a 3SAT instance. We can create a stochastic
graph as follows. Given the 3SAT instance, we create a
dynamic node for every variable, which has two possible
positions in the stochastic graph, and every position has
probability 1/2. We also create a source and destination
node for every clause, where the source and destination
nodes are connected with 3 paths through the 3 dynamic
nodes corresponding to the three variables in the clause.
Now we require that at least one of these 3 paths is
blocked for every such source destination pair. Then it
is easy to see that the blocking probability is exactly
the probability that the 3SAT instance is satisfied, which
means #Blocking is #P -hard. Figure 10 shows the
#Blocking instance we constructed through this proce-
dure for the #SAT following the #SAT instance.

This result demonstrates that even determining the
blocking probability is very hard in the patterned mobil-
ity model (the actual position of #P in the complexity
hierarchy is unknown, but it is generally assumed to be
harder than NP). So, the task of blocking would be even

harder for the adversary. Additionally, the adversary
may not know the actual mobility patterns and the
possible orbits of the network nodes, further enhancing
the degree of hardness. Thus, it would be extremely hard
for the adversary to efficiently launch such blocking-type
attacks against multi-path protocols with node mobility.
The degree of hardness prevents the design of approx-
imation algorithms for efficient blocking in the node
mobility scenario and this is an open research problem.
Our ongoing research focuses on further investigation
of the blocking attacks for various mobility models and
efficiency evaluation through simulation.

9 CONCLUSIONS
This paper demonstrates the superiority of multi-path
protocols over traditional single-path protocols in terms
of resiliency against blocking and node isolation-type
attacks, especially in the wireless networks domain.
Multi-path protocols for WMNs make it extremely hard
for an adversary to efficiently launch such attacks. This
paper is an attempt to model the theoretical hardness of
attacks on multi-path routing protocols for mobile nodes
and quantify it in mathematical terms. At this point,
it is also worthwhile to mention about the impact of
this study. We believe that the results of our research
will impact a number of areas including the security
and robustness of routing protocols in mesh networks,
threshold cryptography and network coding. Moreover,
even though we do not necessarily consider insider
attacks, we would like to point out that our analysis does
allow for an attacker to possess topological information
of the network, which is the case of an insider attack.
Even in this case, our analysis shows that staging a
blocking attack is hard for the attacker, in a network of
reasonable size.

As a part of our ongoing research, we plan to further
investigate the approximation algorithms for the MCB
problem. We also plan to investigate the problem in the
settings related to ID-based key update protocols, which
is very promising in wireless networks. In our discus-
sions we assumed that the adversary has topological
information of the network. It would be an interesting
problem to study the additional difficulty associated
with blocking when the topological information is ef-
fectively hidden from the adversary. Further, we would
also like to evaluate our algorithms by running them on
a real wireless mesh network and validate the results
obtained by the C++ based experiments on random
graphs. This paper also brings forth some interesting
related problems. For example, if link-cut and node-
compromising are combined together (i.e., one can either
cut some links or compromise some nodes), then what
is the minimum total cost to block traffic from specific
nodes.
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Appendix  

Source Code of the Simulation Experiment 

1) Header Files –  

a. Graph.h 

/* 
The code can be used by researchers with due acknowledgment to the authors  
Qi Duan, Mohit Virendra, Shambhu Upadhyaya and Ameya Sanzgiri, 
Univeristy at Buffalo, NY 
*/ 
// graph.h: interface for the graph class. 
// 
////////////////////////////////////////////////////////////////////// 
 
#if !defined(AFX_GRAPH_H__2418F5C9_2FD6_430F_A8D3_FFD17F7CCD2F__INCLUDED_) 
#define AFX_GRAPH_H__2418F5C9_2FD6_430F_A8D3_FFD17F7CCD2F__INCLUDED_ 
 
#if _MSC_VER > 1000 
#pragma once 
#endif // _MSC_VER > 1000 
 
#include <iostream> 
#include "time.h" 
#include "queue.h" 
 
class graph   
{ 
public: 
 graph(int size = 2, int fraction = 1); 
 virtual ~graph(); 
 bool isConnected(int x, int y); 
    void addEdge(int x, int y, int weight=1); 
 
    // performs a Breadth First Search starting with node x 
 int BFS(int x); 
     
 // searches for the minimum length path 
    // between the start and target vertices 
 
    void minPath(int start, int target); 
    void graph::Dijkstra(int source); 
    int graph::randomPosition(int radioRange); 
    int** graph::getMinDist();  
 double* graph::getReturnValue()  ; 
 int graph::greedy(); 
 int graph::update(int node); 
 int graph::checkGain(int node); 
 int graph::greedy_singlePath(); 
 int graph::update_singlePath(int node); 
 int graph::checkGain_singlePath(int node); 
 int graph::selectNode(int node); 
 int graph::backupSelectNode(); 
 int graph::resumeSelectNode(); 
 int graph::genIncident(int fraction); 
 int graph::perNode(); 
 int graph::checkAll(); 
 int graph::perNodeGreedy(); 
 int graph::reset(); 



 
private : 
 double returnValue[2]; 
 int n; 
 int **A; 
     int **minPathDist; 
     int **position; 
     int *weight; 
     int *selected; 
 int *shortest; 
 int *shortestLen; 
 int *isGoal; 
 int *isCovered; 
 int *isCoveredPath; 
 int *selected_bk; 
 int **inci; 
}; 
 
#endif // !defined(AFX_GRAPH_H__2418F5C9_2FD6_430F_A8D3_FFD17F7CCD2F__INCLUDED_) 
 

 

b. Queue.h 

 

/* 
The code can be used by researchers with due acknowledgment to the authors  
Qi Duan, Mohit Virendra, Shambhu Upadhyaya and Ameya Sanzgiri, 
Univeristy at Buffalo, NY 
*/ 
// queue.h: interface for the queue class. 
// 
////////////////////////////////////////////////////////////////////// 
 
#if !defined(AFX_QUEUE_H__08368E77_6622_4B92_8091_B2A41A59BFE3__INCLUDED_) 
#define AFX_QUEUE_H__08368E77_6622_4B92_8091_B2A41A59BFE3__INCLUDED_ 
 
#if _MSC_VER > 1000 
#pragma once 
#endif // _MSC_VER > 1000 
 
#include <cstdlib> 
struct node { 
    int info; 
    node *next; 
}; 
 
class queue   
{ 
public: 
 queue(); 
 virtual ~queue(); 
    bool isEmpty(); 
    void add(int); 
    int get(); 
private: 
    node *first, *last; 
 
 
}; 
 



#endif // !defined(AFX_QUEUE_H__08368E77_6622_4B92_8091_B2A41A59BFE3__INCLUDED_) 
 

2) Cpp Files- 

a. Graph.cpp 

 

/* 
The code can be used by researchers with due acknowledgment to the authors  
Qi Duan, Mohit Virendra, Shambhu Upadhyaya and Ameya Sanzgiri, 
Univeristy at Buffalo, NY 
*/ 
// graph.cpp: implementation of the graph class. 
 
// 
 
////////////////////////////////////////////////////////////////////// 
 
#include "math.h" 
#include "graph.h" 
 
#define EMPTY -10000 
#define INFI 100000 
#define WIDTH 500 
#define BRIDGENUM 4 
#define BANDWIDTH 200 
#define COST 1 
#define RANGE 80 
#define THRESH 3 
#define COEFF 3 
#define NOTFOUND -1 
#define MAX_DIST 3000 
 
////////////////////////////////////////////////////////////////////// 
 
// Construction/Destruction 
 
////////////////////////////////////////////////////////////////////// 
 
 
 
graph::graph(int size, int fraction) 
{ 
 int i, j; 
 
    if (size < 2) n = 2; 
    else n = size; 
    A = new int*[n]; 
 
    for (i = 0; i < n; ++i) 
       A[i] = new int[n]; 
 
    for (i = 0; i < n; ++i) 
     for (j = 0; j < n; ++j) 
         A[i][j] = 0; 
 
    for(i=0;i<n;i++) 
  A[i][i] = 0; 
 
    minPathDist = new int*[n]; 
 



    for (i = 0; i < n; ++i) 
     minPathDist[i] = new int[2*n]; 
 
    for (i = 0; i < n ; i++) 
        for (j= 0;j<n;j++) 
            minPathDist[i][2*j] = minPathDist[i][2*j+1] = -1; 
 
 //initialize random generator  
    srand ( time(NULL) ); 
 
    position = new int*[n]; 
    for (i = 0; i < n; ++i) 
 position[i] = new int[2]; 
    weight = new int[n]; 
    for (i = 0; i < n; ++i)  
        weight[i] = 1 ; // + ( rand() % 5) ; 
 isGoal = new int[n]; 
 for (i = 0; i < n; ++i) 
  isGoal[i] = 0; 
 selected = new int[n]; 
    for (i = 0; i < n; ++i)  
        selected[i] = 0; 
 selected_bk = new int[n]; 
    for (i = 0; i < n; ++i)  
        selected_bk[i] = 0; 
  
 int pathNum = BRIDGENUM*(n-BRIDGENUM); 
 isCoveredPath = new int[pathNum]; 
    for (i = 0; i < pathNum; ++i)  
        isCoveredPath[i] = 0; 
 
 isCovered = new int[n-BRIDGENUM]; 
    for (i = 0; i < n-BRIDGENUM; ++i)  
        isCovered[i] = 0; 
 
 shortest = new int[n-BRIDGENUM]; 
    for (i = 0; i < n-BRIDGENUM; ++i)  
        shortest[i] = 0; 
 
 shortestLen = new int[n-BRIDGENUM]; 
    for (i = 0; i < n-BRIDGENUM; ++i)  
        shortestLen[i] = 0; 
 
 inci = new int*[pathNum]; 
 
    for (i = 0; i < pathNum; ++i) 
     inci[i] = new int[n-BRIDGENUM]; 
 
    for (i = 0; i < pathNum ; i++) 
        for (j= 0;j<n-BRIDGENUM;j++) 
            inci[i][j] = 0; 
} 
 
graph::~graph() 
{ 
    int i; 
 
 for ( i = 0; i < n; ++i) 
  delete [] A[i]; 
 delete [] A; 
    for ( i = 0; i < n; ++i) 



  delete [] minPathDist[i]; 
 delete [] minPathDist; 
 for ( i = 0; i < BRIDGENUM*(n-BRIDGENUM); ++i) 
  delete [] inci[i]; 
 delete [] inci; 
    for ( i = 0; i < n; ++i) 
  delete [] position[i]; 
 delete [] position; 
    delete [] weight; 
 delete [] selected; 
 delete [] selected_bk; 
    delete [] isCovered; 
 delete [] isCoveredPath; 
} 
 
 
 
bool graph::isConnected(int x, int y)  
{ 
 return (A[x][y]  > 0); 
} 
 
void graph::addEdge(int x, int y, int weight)  
{ 
        A[x][y] = A[y][x] = weight; 
} 
 
int graph::BFS(int x)  
{ 
    queue Q; 
    bool *visited = new bool[n]; 
    int i; 
 
    for (i = 0; i < n; ++i) 
        visited[i] = false; 
    Q.add(x); 
    visited[x] = true; 
    //printf("Breadth First Search starting from vertex %d : \n",x); 
    while (!Q.isEmpty()) { 
        int k = Q.get(); 
        for (i = 0; i < n; ++i) 
            if (isConnected(k, i) && !visited[i]) { 
                Q.add(i); 
                visited[i] = true; 
            } 
    } 
    //printf("\n"); 
    for (i = 0; i < n; i++ ) 
        if ( !visited[i] ) { 
         return 0;  
  } 
    //delete [] visited; 
    return 1; 
} 
 
 
 
void graph::minPath(int start,int target)  
{ 
    queue Q; 
    int i, p, q; 



    bool found; 
    struct aux { int current, prev; }; 
    aux *X = new aux[n+1]; 
    int *Y = new int[n+1]; 
    bool *visited = new bool[n+1]; 
 
    for (i = 1; i <= n; ++i) 
     visited[i] = false; 
    Q.add(start); 
    visited[start] = true; 
    found = false; 
    p = q = 0; 
    X[0].current = start; 
    X[0].prev = 0; 
    while (!Q.isEmpty() && !found) { 
        int k = Q.get(); 
        for (i = 1; i <= n && !found; ++i) 
   if (isConnected(k, i) && !visited[i]) { 
    Q.add(i); 
    ++q; 
    X[q].current = i; 
    X[q].prev = p; 
    visited[i] = true; 
    if (i == target) found = true; 
   } 
        ++p; 
    } 
    printf("The minimum length path from %d to %d is:\n",  start, target); 
    p = 0; 
    while (q) { 
        Y[p] = X[q].current; 
        q = X[q].prev; 
        ++p; 
    } 
    Y[p] = X[0].current; 
    for (q = 0; q <= p/2; ++q) { 
        int temp = Y[q]; 
        Y[q] = Y[p-q]; 
        Y[p-q] = temp; 
    } 
    for (q = 0; q <= p; ++q) 
  printf( "%d \n",Y[q] ); 
    printf( "Length = %d\n" , q-1 ); 
    delete [] visited; 
    delete [] X; 
    delete [] Y; 
} 
 
void graph::Dijkstra(int source) 
{ 
    int i,j,minDistNode; 
    int nodeCount = 0;   
    int *dist,*prev,*isAdded; 
 int minDist; 
    dist = new int[n]; 
 prev = new int[n]; 
 isAdded = new int[n];  
    minPathDist[source][2*source] = minPathDist[source][2*source+1]= -1; 
    for (i = 0; i < n; i++) { 
        if ( i == source ) 
            dist[i] = 0; 



     else  
         dist[i] = INFI; 
     prev[i] = EMPTY; 
        isAdded[i] = 0; 
    } 
    while (nodeCount < n) { 
        minDistNode = 0; 
        minDist = INFI; 
        for (i = 0; i < n; i++) { 
         if ( !isAdded[i] && dist[i] < minDist  ) { 
             minDist = dist[i]; 
                minDistNode = i; 
   } 
        } 
        if (minDist == INFI) { 
            //printf("no path any more! node count is %d \n",nodeCount);  
            break; 
        } 
        isAdded[ minDistNode ] = 1; 
        nodeCount ++; 
        minPathDist[source][minDistNode*2 ] = dist[minDistNode]; 
        minPathDist[source][minDistNode*2 + 1 ] = prev[minDistNode]; 
        if  (minDistNode==source) prev[ minDistNode ] = source; 
        for (j = 0; j < n; j++) { 
   if (A[minDistNode][j] > 0 )  
    if(dist[minDistNode] + A[minDistNode][j] < dist[j] ) { 
     dist[j] = dist[minDistNode] + A[minDistNode][j]; 
     prev[j] = minDistNode; 
    } 
        } 
    } 
    return; 
} 
 
int graph::randomPosition(int radioRange) 
{ 
    int i,j,dist; 
 int diaDist[4], minDiaDist; 
 
 for (i = 0; i < n; i++) { 
  selected[i] = 0; 
        for ( j= 0; j < n; j++)  
   A[i][j] = 0; 
 } 
 
 //generate random weight 
 //for (i = 0; i < n; ++i)  
      //  weight[i] = 1 + ( rand() % 10) ; 
 
 // fix four corners 
    position[0][0] = 0; 
    position[0][1] = 0; 
    position[1][0] = 0; 
    position[1][1] = WIDTH - 1; 
    position[2][0] = WIDTH - 1; 
    position[2][1] = 0; 
    position[3][0] = WIDTH - 1; 
    position[3][1] = WIDTH - 1; 
 
    for (i = BRIDGENUM; i < n ; i++) { 
        //printf(" node i = %d", i); 



        int find = 0; 
        while (!find) { 
   position[i][0] = (rand() % (WIDTH - 2) ) ; 
   position[i][1] = (rand() % (WIDTH - 2) ) ; 
            find = 1; 
            for ( j= BRIDGENUM; j < i; j++) { 
    if ( abs ( position[i][0] - position[j][0] )  
             + abs (position[i][1] - position[j][1] )  < 10  ) { 
     find = 0; 
     break;  
    } 
   } 
        } 
    } 
 
    for (i = BRIDGENUM; i < n; i++) { 
   
  //compute distance 
        for ( j= 0; j < n; j++) { 
   if (i!= j) { 
    double L1 = position[i][0] - position[j][0]; 
    double L2 = position[i][1] - position[j][1]; 
    double L = sqrt(L1*L1 + L2*L2); 
      dist  = (int) L ; 
    if ( dist <= radioRange )  { 
      
       A[i][j] =A[j][i] = dist; 
    } 
    else 
     A[i][j] =A[j][i] =  0; 
   } 
   if (j < BRIDGENUM )  
    diaDist[j] = dist; 
        } 
  minDiaDist = MAX_DIST; 
  for ( j= 0; j < BRIDGENUM; j++)  
   if  ( diaDist[j] < minDiaDist ) 
    minDiaDist = diaDist[j]; 
  weight[i] = 10 + 10 - floor ((float) minDiaDist*20/(float)(sqrt(2)*WIDTH) 
); 
 } 
  
    /*for (i = 0; i < n; i++) { 
        printf("\npos %d is %d %d \n",i,position[i][0],position[i][1]); 
        for ( j= 0; j < n; j++) 
         if (A[i][j] )  
                printf(" dist[%d][%d] = %d ",i,j,A[i][j]); 
    } */ 
    // check if the graph is connected 
    if (BFS(0) )  { 
  //printf (" get a connected graph!\n" ); 
        return 1; 
 } 
    else { 
  //printf (" get an unconnected graph!\n" ); 
        return 0; 
 } 
} 
 
 
/* generate incident matrix */ 



int graph::genIncident(int fraction) 
{ 
 int i,j,k,next,current,index_X,index_Y,shortestIndex,shortestLength,length; 
 
 //printf("enter genInci \n" ); 
 int pathNum = BRIDGENUM*(n-BRIDGENUM); 
 for (i = 0; i < pathNum ; i++) 
        for (j= 0;j<n-BRIDGENUM;j++) 
            inci[i][j] = 0; 
 
 for(i = BRIDGENUM; i < n; i++) 
        Dijkstra(i);    
 for ( i = BRIDGENUM; i < n; i++ )  {  
  //printf("enter loop1 %d \n",i ); 
  shortestIndex = -1; 
  shortestLength = MAX_DIST; 
  for ( j = 0; j < BRIDGENUM; j++ ) { 
   length = 0; 
   next = current = j; 
   while (next != EMPTY ) { 
    length ++; 
    next = minPathDist[i][2*current+1]; 
    if (next !=EMPTY && next >= BRIDGENUM && next!= i) {  
     index_X = BRIDGENUM*(i-BRIDGENUM) + j; 
     index_Y = next-BRIDGENUM; 
     if (index_X < BRIDGENUM*(n-BRIDGENUM) && index_Y < n-
BRIDGENUM )  
      inci[index_X][index_Y] = 1; 
     else printf("out of boundry! \n" ); 
     current = next; 
    } 
    else if (next == i) 
     next = EMPTY; 
   } 
   if (length < shortestLength ) { 
    shortestLength = length; 
    shortestIndex = j; 
   } 
  } 
  shortest[i-BRIDGENUM] = shortestIndex ; 
  shortestLen[i-BRIDGENUM] = shortestLength ; 
  //printf("shortest  for %d is %d length %d \n ",i, 
  //  shortest[i-BRIDGENUM],shortestLen[i-BRIDGENUM]); 
 } 
 for (i = BRIDGENUM; i < n; ++i)  { 
  if (shortestLen[i-BRIDGENUM] > 1 ) { 
            isGoal[i] =  ( (rand() % fraction) >0 ? 0:1 ) ; 
   //printf (" goal is %d \n", i); 
   //break; 
  } 
  else 
   isGoal[i] = 0; 
   
 } 
     
 //printf( "goal count is %d \n",count); 
 return 0; 
} 
 
/* greedy alogrithm for single path MCB*/ 
int graph::greedy_singlePath() 



{ 
 int i,j, maxIndex, count, cost = 0; 
    float gain, maxGain; 
 
 reset(); 
 while (!checkAll() ) { 
  //printf(" enter loop \n"); 
  maxGain = 0; 
  maxIndex = -1; 
  for ( i = BRIDGENUM; i< n; i++) { 
   gain = (float)checkGain_singlePath(i)/(float)weight[i]; 
   if (gain > maxGain) { 
    maxGain = gain; 
    maxIndex = i; 
   } 
  } 
  //printf (" max index for single path is %d \n", maxIndex); 
  if (maxIndex >= BRIDGENUM ) 
   update_singlePath (maxIndex); 
 } 
 for ( i = BRIDGENUM; i< n; i++)  
  if (selected[i] ) 
   cost += weight[i]; 
  
 return cost; 
} 
 
/* greedy alogrithm for MCB*/ 
int graph::greedy() 
{ 
 int i,j, maxIndex, count, cost = 0; 
    float gain, maxGain; 
 
 reset(); 
 while (!checkAll() ) { 
   
  maxGain = 0; 
  maxIndex = -1; 
  for ( i = BRIDGENUM; i< n; i++) { 
   gain = (float)checkGain(i)/(float)weight[i]; 
   if (gain > maxGain) { 
    maxGain = gain; 
    maxIndex = i; 
   } 
  } 
  if (maxIndex >= BRIDGENUM ) 
   update (maxIndex); 
 } 
 for ( i = BRIDGENUM; i< n; i++)  
  if (selected[i] ) 
   cost += weight[i]; 
  
 return cost; 
} 
 
int graph::perNodeGreedy() 
{ 
 int i,j,k,gain,index,count,maxIndex,cost=0; 
 float weightedGain,maxGain; 
 
 reset(); 



 for (i = BRIDGENUM; i< n; i++) { 
  while (!isCovered[i-BRIDGENUM] && isGoal[i]) { 
   maxGain = 0; 
   maxIndex = -1; 
   for (j = BRIDGENUM; j< n; j++) { 
    if (selected[j] == 1) 
     gain = 0; 
    else { 
     gain = 0; 
     count = 0; 
     for (k = 0; k < BRIDGENUM; k++) { 
      index = (i-BRIDGENUM)*BRIDGENUM + k; 
      count += isCoveredPath[index] ; 
      if (!isCoveredPath[index] && inci[index][j-
BRIDGENUM] ) 
       gain++; 
     } 
     if ( count >= THRESH ) 
      gain = 0; 
     else if (gain >= THRESH - count) 
      gain = THRESH - count; 
    }  
                weightedGain = (float) gain/ (float)weight[j]; 
    if (weightedGain > maxGain ) { 
     maxGain = weightedGain; 
     maxIndex = j; 
    } 
   } 
   update(maxIndex); 
  } 
 } 
 
 for ( i = BRIDGENUM; i< n; i++)  
  if (selected[i] ) 
   cost += weight[i]; 
  
 return cost; 
} 
 
int graph::checkGain(int node) 
{ 
 int i,j, totalGain=0, gain = 0, count, index; 
 
 if (node < 0 || node > n)  { 
  printf ( "node index out of boundry !\n" ); 
  return -1 ; 
 } 
 if (selected[node] == 1) 
  return 0; 
    for (i = BRIDGENUM; i< n; i++) { 
  gain = 0; 
  if ( !isCovered[i-BRIDGENUM] && isGoal[i]) { 
    
   count = 0; 
   for (j= 0; j< BRIDGENUM; j++)  { 
    index = (i-BRIDGENUM)*BRIDGENUM + j; 
    count += isCoveredPath[index]; 
    if ( !isCoveredPath[index] && inci[index][node-BRIDGENUM] ) 
     gain ++; 
   } 
   if ( count >= THRESH ) 



    gain = 0; 
   else if (gain >= THRESH - count ) 
    gain = THRESH - count; 
  } 
  totalGain = totalGain + gain; 
    } 
 
 return totalGain; 
} 
 
int graph::checkGain_singlePath(int node) 
{ 
 int i,j, totalGain=0, gain = 0, count, index; 
 
 if (node < 0 || node > n)  { 
  printf ( "node index out of boundry !\n" ); 
  return -1 ; 
 } 
 if (selected[node] == 1) 
  return 0; 
 //printf(" enter check gain \n" ); 
    for (i = BRIDGENUM; i< n; i++) { 
  gain = 0; 
  if ( !isCovered[i-BRIDGENUM] && isGoal[i]) { 
   index = (i-BRIDGENUM)*BRIDGENUM + shortest[i-BRIDGENUM]; 
   if ( inci[index][node-BRIDGENUM] ) 
    gain ++; 
  } 
  totalGain = totalGain + gain; 
    } 
 
 return totalGain; 
} 
 
int graph::update(int node) 
{ 
 int i,j, index, count ; 
 
 if (node < 0 || node > n) { 
  printf ( "node index out of boundry !\n" ); 
  return -1 ; 
 } 
 for (i = BRIDGENUM; i< n; i++) { 
  count = 0; 
  for (j= 0; j< BRIDGENUM; j++) { 
   index = (i-BRIDGENUM)*BRIDGENUM + j; 
   if (inci[index][node-BRIDGENUM] ) 
    isCoveredPath[index] = 1; 
   if ( isCoveredPath[index] ) 
    count ++ ; 
  } 
  if ( count >= THRESH ) 
   isCovered[i-BRIDGENUM] = 1; 
 } 
 selected[node] = 1;   
 return 0;  
} 
 
int graph::update_singlePath(int node) 
{ 
 int i,j, index, count ; 



 
 if (node < 0 || node > n) { 
  printf ( "node index out of boundry !\n" ); 
  return -1 ; 
 } 
 for (i = BRIDGENUM; i< n; i++) { 
  index = (i-BRIDGENUM)*BRIDGENUM + shortest[i-BRIDGENUM]; 
  if (inci[index][node-BRIDGENUM] )  
   isCovered[i-BRIDGENUM] = 1; 
 } 
 selected[node] = 1;   
 return 0;  
} 
 
int graph::checkAll() 
{ 
 int i,j,done; 
 
 done = 1; 
 for (i = BRIDGENUM; i< n; i++) { 
  if ( !isCovered[i-BRIDGENUM] && isGoal[i]) { 
   done = 0; 
   break; 
  } 
 } 
 return done; 
} 
 
 
int** graph::getMinDist() 
{ 
    return minPathDist; 
} 
 
double* graph::getReturnValue() 
{ 
    return returnValue; 
} 
 
int graph::selectNode(int node) 
{ 
 if (node < 0 || node >= n ) { 
  printf (" index out of bound!\n" ); 
  return -1; 
 } 
 else if (selected[node] == 1) return 0; 
 selected[node] = 1; 
 return 1; 
} 
 
int graph::backupSelectNode() 
{    
 int i; 
 for (i = 0; i <n ; i++) 
  selected_bk[i] = selected[i]; 
 return 0; 
} 
 
int graph::resumeSelectNode() 
{    
 int i; 



 for (i = 0; i <n ; i++) 
  selected[i] = selected_bk[i]; 
 return 0; 
} 
 
int graph::reset() 
{    
 int i; 
 for (i = 0; i <n ; i++) 
  selected[i] = 0; 
 
 int pathNum = BRIDGENUM*(n-BRIDGENUM); 
 for (i = 0; i < pathNum; ++i)  
        isCoveredPath[i] = 0; 
 for (i = 0; i < n-BRIDGENUM; ++i)  
        isCovered[i] = 0; 
 return 0; 
} 
 
 
 
 

b. Queue.cpp 

/* 
The code can be used by researchers with due acknowledgment to the authors  
Qi Duan, Mohit Virendra, Shambhu Upadhyaya and Ameya Sanzgiri, 
Univeristy at Buffalo, NY 
*/ 
// queue.cpp: implementation of the queue class. 
// 
////////////////////////////////////////////////////////////////////// 
 
#include "queue.h" 
 
////////////////////////////////////////////////////////////////////// 
// Construction/Destruction 
////////////////////////////////////////////////////////////////////// 
 
queue::queue() 
{ 
 first = new node; 
    first->next = NULL; 
    last = first; 
 
} 
 
queue::~queue() 
{ 
    delete first; 
} 
 
bool queue::isEmpty() { 
    return (first->next == NULL); 
} 
 
void queue::add(int x) { 
    node *aux = new node; 
    aux->info = x; 
    aux->next = NULL; 
    last->next = aux; 



    last = aux; 
} 
 
int queue::get() { 
    node *aux = first->next; 
    int value = aux->info; 
    first->next = aux->next; 
    if (last == aux) last = first; 
    delete aux; 
    return value; 
} 
 
 
 
 

 

3) Main Test File 

 
/* 
The code can be used by researchers with due acknowledgment to the authors  
Qi Duan, Mohit Virendra, Shambhu Upadhyaya and Ameya Sanzgiri, 
Univeristy at Buffalo, NY 
*/ 
#include "graph.h" 
#include <iostream> 
 
 
void Traversal()  
{ 
    graph g(5); 
    g.addEdge(1, 2); g.addEdge(1, 3); g.addEdge(2, 4); 
    g.addEdge(3, 5); g.addEdge(4, 5); 
    g.BFS(3); 
} 
 
void Maze()  
{ 
    graph f(15); 
    f.addEdge(1, 2); f.addEdge(1, 3); f.addEdge(2, 4); 
    f.addEdge(3, 14); f.addEdge(4, 5); f.addEdge(4, 6); 
    f.addEdge(5, 7); f.addEdge(6, 13); f.addEdge(7, 8); 
    f.addEdge(7, 9); f.addEdge(8, 11); f.addEdge(9, 10); 
    f.addEdge(10, 12); f.addEdge(10, 15); f.addEdge(11, 12); 
    f.addEdge(13, 14); f.addEdge(14, 15); 
    f.minPath(1, 10); 
} 
 
void mPath() 
{ 
    graph f(6);  
    f.addEdge(0,1,2); 
    f.addEdge(0,2,1); 
    f.addEdge(2,3,1); 
    f.addEdge(1,4,3); f.addEdge(1,5,5); 
    if ( f.BFS(0) ) 
        printf("the graph is connected!\n"); 
    else 
        printf("the graph is not connected!\n"); 
    f.Dijkstra(0); 



    for (int i = 0 ; i< 12 ; i++ ) { 
        int **mDist = f.getMinDist(); 
        printf(" %d ", mDist[0][i] ); 
    } 
    printf ("\n");  
} 
 
void conTest1() 
{ 
 int i,j; 
 
    graph f(6);  
 
    f.addEdge(0,1,2);f.addEdge(1,2,1);f.addEdge(1,3,1);f.addEdge(2,4,1); 
 
    f.addEdge(3,4,1);f.addEdge(4,5,2); f.selectNode(0);f.selectNode(5); 
 f.selectNode(2);f.selectNode(3); 
  
} 
 
void conTest2() 
{ 
 int i,j; 
 
    graph f(6);  
 
    f.addEdge(0,2,1);f.addEdge(0,3,1);f.addEdge(0,4,1);f.addEdge(4,5,1); 
 f.addEdge(1,2,1);f.addEdge(1,3,1);f.addEdge(1,4,1);f.addEdge(1,5,1);  
    f.addEdge(0,1,2); 
 f.selectNode(0); 
 f.selectNode(2);f.selectNode(3);f.selectNode(4);f.selectNode(5); 
  
} 
 
void rPos()  
{ 
  
} 
 
int main(void) { 
    int cost,cost1,cost2,i,j; 
 
 float aveCost,aveCost1, aveCost2; 
    //conTest2(); 
    //rPos(); 
    int round = 20; 
 
 //graph f(120, 15); 
 //while ( !f.randomPosition(180) ); 
 for (i = 100; i < 200; i+= 20) { 
   
  //printf(" \n " ); 
  cost1 = 0; 
  cost2 = 0; 
  cost = 0; 
  for (j = 0; j < round; j++ ) { 
   graph f(100, 20); 
            while ( !f.randomPosition(i) ); 
    
            f.genIncident(20); 
    



   cost1 += f.greedy(); 
         cost2 += f.perNodeGreedy(); 
   cost += f.greedy_singlePath(); 
          
  } 
  aveCost = (float)cost / (float) round; 
  aveCost1 = (float)cost1 / (float) round; 
  aveCost2 = (float)cost2 / (float) round; 
     printf(" %f %f %f \n",aveCost,aveCost1,aveCost2); 
  //printf(" %f %f \n",aveCost1,aveCost2); 
 } 
    return 0; 
    
} 
 

 

 


