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Abstract We present here a formal foundation for an iterative andeimemtal
approach to constructing and evaluating preference que@ar main focus is
on query modificationa query transformation approach which works by revising
the preference relation in the query. We provide a detaifeadyais of the cases
where the order-theoretic properties of the preferenegiogl are preserved by the
revision. We consider a number of different revision opansatunion, prioritized
and Pareto composition. We also formulate algebraic laatssthable incremental
evaluation of preference queries. Finally, we considereugations of the basic
framework: finite restrictions of preference relations avehk-order extensions
of strict partial order preference relations.

Keywords preference queriespreference revisionquery evaluation strict
partial orders weak orders

1 Introduction

The notion ofpreferencels common in various contexts involving decision or
choice. Classical utility theory (Fis70) views preferemeasbinary relations This
view has recently been adopted in database research (Gbb0@3; Kie02; KK02),
where preference relations are used in formulatingference queriesin Al,
various approaches to compact specification of prefereinaes been explored
(BBD'04). The semantics underlying such approaches typicdlgsren prefer-
ence relations between worlds.
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Preferences can be embedded into database query languasmeeral dif-
ferent ways. First, (Cho02; Cho03; Kie02; KK02) proposentindduce a special
operator‘find all the most preferred tuples according to a given prefece rela-
tion.” This operator is calledinnowin (Cho02; Cho03). A special case of win-
now is calledskyling(BKS01) and has been recently extensively studied (PTFS03;
BGZ04). Second, (AW00; HP04) assume that preference oekatire defined us-
ing numeric utility functions and queries return tuplesesetl by the values of
a supplied utility function. It is well-known that numeritility functions cannot
represent all strict partial orders (Fis70), not even thibaeoccur in database ap-
plications in a natural way (Cho03). For example, utilitpétions cannot capture
skylines. Also, ordered relations go beyond the classalational model of data.
The evaluation and optimization of queries over such refatrequires significant
changes to relational query processors and optimizers @89¢4). On the other
hand, winnow can be seamlessly combined with any relatiopedators.

We adopt here the first approach, based on winnow, within teéepnce
query framework of (Cho03) (a similar model was describe(Kiie02)). In this
framework, preference relations between tuples are debipduist-order logical
formulas.

Example 1Consider the relatio@ar(Make Year) and the following preference
relation-c, betweerCar tuples:

within each make, prefer a more recent car,

which can be defined as follows:

(my) =c, (M,y)=m=nmAy>Y.

The winnow operatotu, returns for every make the most recent car available.
Consider the instanag of Car in Figure 1a. The set of tuplesc, (r1) is shown
in Figure 1b.

Make | Year
t1 | VW 2002
t | VW 1997
ts | Kia | 1997
(a)

Make | Year
t1 | VW 2002
ts | Kia | 1997
(b)

Fig. 1 (a) The Car relation; (b) Winnow result

In this paper, we focus on preference queries of the f@xnR), consisting of
a single occurrence of winnow. Hereis a preference relation (typically defined
by a formula), andR is a database relation. The relati@mepresents the space of
possible choices. We also briefly discuss how our resultdeaapplied to more
general preference queries.

Past work on preference queries has made the assumptigréfertences are
static. However, this assumption is often not satisfied. User peefees change,



sometimes as a direct consequence of evaluating a preéecgreey. Therefore,

we view preference querying asdgnamic, iterative proces3 he user submits a
guery and inspects the result. The result may be satisfaétowhich case the

querying process terminates. Or, the result may be too @rgr@o small, contain

unexpected answers, or fail to contain expected answermdpgcting the query
answer, the user may realize some previously unnoticedtspieher preferences.
It is also possible that not all the relevant data was indudehe database over
which the preference query is evaluated.

So if the user is not satisfied with the preference query tesié has several
further options:

Modify and resubmithe query. This is appropriate if the user decides to refine
or change her preferences. For example, the user may hakexistath a partial or
vague concept of her preferences (PFT03). We consider lueny gnodification
consisting ofrevisingthe preference relation, although, of course, more general
transformations may also be envisioned.

Updatethe database. This is appropriate if the user discoverstiiea¢ are
more (or fewer) possible choices than originally envisthrieor example, in com-
parison shopping the user may have discovered a new sourelewednt data.

In this context we pursue the following research challenges

Defining a repertoire of suitable preference relation réss. In this work,
we consider revisions obtained bgmposinghe original preference relation with
a new preference relation, amgnsitively closingthe result (to guarantee tran-
sitivity). We study different composition operators: umicand prioritized and
Pareto composition. Those operators represent sevelialwags of combining
preferences and have already been incorporated into preferquery languages
(Cho03; Kie02). The operators reflect different user atgsitowardgpreference
conflicts (A conflict is, intuitively, a situation in which two prefence relations
order the same pair of tuples differently.) Union ignoresftiots (and thus such
conflicts need to be prevented if we want to obtain a prefereatation which
is a strict partial order). Prioritized composition resehpreference conflicts by
consistently giving priority to one of the preference riglas. Pareto composition
resolves conflicts in a symmetric way. We emphasize thasi@viis done using
composition because we want the revised preference nelatibe uniquely de-
fined in the same first-order language as the original prefereeclation. Clearly,
the revision repertoire that we study in this paper does xtmest all meaningful
scenarios. One can also imagine approaches where axiopnapierties of pref-
erence revisions are studied, as in belief revision (GR95).

Identifying essential properties of preference revisidkis claim that revisions
should preserve the order-theoretic properties of theraigreference relations.
For example, if we start with a preference relation whichgg@t partial order, the
revised relation should also have those properties. Thitvates, among others,
transitively closing preference relations to guarantaeditivity. Preserving order-
theoretic properties of preference relations is partitylenportant in view of the
iterative construction of preference queries where th@uwubf a revision can
serve as the input to another one. We study both necessargufficdent condi-
tions on the original and revising preference relationsyhedd the preservation of
their order-theoretic properties. Necessary conditiorscannected with the ab-
sence of preference conflicts. However, such conditionsyareally not sufficient



and stronger assumptions about the preference relati@tstodbe made. Some-
what surprisingly, a special class of strict partial ordergerval orders plays an
important role in this context. The conditional presematiesults we establish
in this paper supplement those in (Cho03; Kie02) and may bd irsother con-
texts where preference relations are composed, for examghle implementation
of preference query languages. Another desirable propéntgvisions is mini-
mality in some well-defined sense. We define minimality inmgof symmetric
difference of preference relations but there are cleatigiopossibilities.

Incremental evaluation of preference queri@seach point of the interaction
with the user, the results of evaluatipgeviousversions of the given preference
guery are available. Therefore, they can be used to makevtiigation of the
current query more efficient. For both the preference revision artdhidese up-
date scenarios, we formulate algebraic laws that validate query evaluation
plans that use materialized results of past query evahstibhe laws use order-
theoretic properties of preference relations in an esslemdly.

Example 2Consider Example 1. Seeing the result of the quety(ri), a user
may realize that the preference relatieg, is not quite what she had in mind.
The result of the query may contain some unexpected or umdanples, for
examplets. Thus the preference relation needs to be modified, for ebainp
revising it with the following preference relatiorc,:

(my) =c, (M,y)=m="VW" A £"VW' ry=Y.

As there are no conflicts between, and ~c,, the user chooses union as the
composition operator. However, to guarantee transitioftyhe resulting prefer-
ence relationy-¢, U ¢, has to be transitively closed. So the revised relation is
—c«= TC(>c, U >c,). (The explicit definition of-c, is given in Example 6.) The
tuplets is now dominated b (i.e.,t >c. t3) and will not be returned to the user.

The plan of the paper is as follows. In Section 2, we define #sécinotions. In
Section 3, we introduce preference revision. In Sectioreddiscuss query modifi-
cation and the preservation by revisions of order-theomtiperties of preference
relations. In Section 5, we discuss incremental evaluatigmeference queries in
the context of query modification and database updateseg§ubstly, we consider
two variations of our basic framework: (finite) restrictsoof preference relations
(Section 6) and weak-order extensions of strict partiakppteference relations
(Section 7). We briefly discuss related work in Section 8 amittude in Section
9.

2 Basic notions

We are working in the context of the relational model of d&alation schemas
consist of finite sets of attributes. For concreteness, wesider two infinite,
countable domainsz (uninterpreted constants, for readability shown as s$jing
and2 (rational numbers), but our results, except where expligiticated, hold
also for finite domains. We assume that database instareénite sets of tuples.
Additionally, we have the standard built-in predicates.



2.1 Preference relations
We adopt here the framework of (Cho03).

Definition 1 Given a relation schem@(A; - - - Ay) such that;, 1 <i <Kk, is the
domain (either? or 2) of the attributeA;, a relation> is apreference relation
over Rif itis a subset of Uy x - -+ x Ug) x (U x - -+ x Uy).

Although we assume that database instances are finite, prélsence of infi-
nite domains preference relations can be infinite.
Typical properties of a preference relatierinclude (Fis70):

irreflexivity: Vx. X % X;

transitivity: Yx,y,z. (X - YAY = 2) = X > Z,

negative transitivityvx,y,z. (X £ YAY # 2) = X Z,

connectivity vx,y. X = yVy = xVx=y;

strict partial order (SPO) if - is irreflexive and transitive;

interval order(I0) (Fis85) if - is an SPO and satisfies the condition

VXY, ZW. (X - YAZ = W) = (X =WV Z>Y);

weak order(WO) if > is a negatively transitive SPO;
— total orderif > is a connected SPO.

Every total order is a WO; every WO is an |O.

Definition 2 A preference formula (pf) @,t») is a first-order formula defining a
preference relatior-c in the standard sense, namely

ty ¢ ta iff C(ty,12).

An intrinsic preference formula (ipfs a preference formula that uses only built-in
predicates.

By using the notatior-¢ for a preference relation, we assume that there is an
underlying pfC. Occasionally, we will limit our attention to ipfs consisg of the
following two kinds of atomic formulas (assuming we have &irds of variables:
Z-variables and2-variables):

— equality constraintsx =y, X # Yy, X = C, Or X # ¢, wherex andy are -
variables, and is an uninterpreted constant;

— rational-order constraintsxAy or xAc, whereA € {=,#,<,> <, >}, xand
y are 2-variables, anda is a rational number.

An ipf all of whose atomic formulas are equality (resp. ratiborder) constraints
will be called anequality(resp.rational-orde) ipf. If both equality and rational-
order constraints are allowed in a formula, the formula laglicalledERQ Clearly,
ipfs are a special case of general constraints (KLP0O; KKRR®5d defindixed
although possibly infinite, relations.

Proposition 1 Satisfiability of quantifier-free ERO formulas is in NP.



Proof Satisfiability of conjunctions of atomic ERO constraints ¢ee checked in
linear time (GSW96). In an arbitrary quantifier-free EROniota negation can be
eliminated. Then in every disjunction one needs to nondetestically select one
disjunct, ultimately obtaining a conjunction of atomic straints. ad

Proposition 1 implies that all the properties that can bgmamially reduced
to validity of ERO formulas, for example all the order-thetic properties listed
above, can be decided in co-NP.

Every preference relatior generates an indifference relatien two tuples
t; andt; areindifferent(t; ~ t) if neither is preferred to the other one, i&.i~ to
andt, # t;. We denote by~ the indifference relation generated by:.

Composite preference relations are defined from simples aiséng logical
connectives. We focus on the following basic ways of commpgreference rela-
tions over the same schema:

—union: g (=1U>2) toiff tg =1 ta Vg =2 to;
— prioritized composition:4 (>1 > =2) ty iff t1 =112V (t2 1 t1 Aty =2 10);
— Pareto composition:

t1 (-1®=2) Liff (t1 =12 Ata Fot1) V(tL -2t Ata 1 t1).

We will use the above composition operators to construgsi@vs of given pref-
erence relations. We also consider transitive closure:

Definition 3 The transitive closureof a preference relation over a relation
schemaR s a preference relationC(-) overR defined as:

(t1,t2) € TC(=) iff ty ="t for somen > O,

where:
L =lthb=t1 =t
tg ="ty =3ts. tg - tg Aty ="t

Clearly, in general Definition 3 leads to infinite formulasowkver, in the
cases that we consider in this paper the preference retatigp ) will in fact be
defined by a finite formula.

Proposition 2 Transitive closure of every preference relation defined i§ERO
ipf is definable using an ERO ipf of at most exponential siréclwcan be com-
puted in exponential time.

Proof This is because transitive closure can be expressed indgedal the eval-
uation of Datalog programs over equality and rational-ocd@straints terminates
in exponential time (combined complexity) (KKR95). a

In the cases mentioned above, the transitive closure ofemgiveference rela-
tion is a relation definable in the signature of the prefeeciocmula. But clearly
transitive closure, unlike union and prioritized or Paredmposition, is itself not
a first-order definable operator.



2.2 Winnow

We define now an algebraic operator that picks from a giveaticel the set of the
most preferred tuplesccording to a given preference relation.

Definition 4 (Cho03) IfR is a relation schema and a preference relation over
R, then thewinnow operatoiis written asw. (R), and for every instanceof R:

w (r={ter|-3t"er.t' -t}

If a preference relation is defined using &pfve write simplywc instead ofw, ..
A preference queris a relational algebra query containing at least one oeoog
of the winnow operator.

3 Preference revisions

The basic setting is as follows: We haveaiyginal preference relatios and re-
vise it with arevisingpreference relatioro to obtain aevisedpreference relation
~'. We also call-" arevisionof . We assume that, =, and~' are preference
relations over the same schema, and that all of them satifast the properties
of SPOs.

In our setting, a revision is obtained by composiagvith > using union,
prioritized or Pareto composition, and transitively chasthe result (if necessary
to obtain transitivity). However, we formulate some prdjgs, like minimality or
compatibility, in more general terms.

To define minimality, we order revisions using the symmaedifference (\).

Definition 5 Assume-1 and-» are two revisions of a preference relatierwith
a preference relation-g. We say that-1 is closerthan -, to >~ if =1A> C
YAV

To further describe the behavior of revisions, we define isd\kends of pref-
erence conflictsThe intuition here is to characterize those conflicts ttdign
eliminated by prioritized or Pareto composition, reapgéttre resulting prefer-
ence relation is closed by transitivity.

Definition 6 A 0-conflictbetween a preference relation and a preference re-
lation - is a pair(t1,t2) such that; ¢ to andt, > t;. A 1-conflictbetween >
and ¢ is a pair(ty,t2) such thaty =t and there exis$, ... s, k> 1, such that
tr = = -+ =S =ty andty o S Fo - Fo St #ote. A 2-conflictbetween- and
o is a pair(ty, tp) such that there exist, ..., S, k> 1andw,...,wm, m> 1, such
thatty = s1 > -+ = sc - tg, t1 Ao #o - Fo St otz ta =o Wi =0 -+ =0 Wm > 12,
andty f Wm 4 -+ A Wy A g

A 1-conflict is a O-conflict if- is an SPO, but not necessarily vice versa. A 2-
conflictis a 1-conflict if-q is an SPO. The different kinds of conflicts are pictured
in Figures 2 and 3% denotes the complement ef).
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Fig. 2 (a) O-conflict; (b) 1-conflict
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Example 3If o= {(a,b)} and>= {(b,a)}, then(a,b) is a 0-conflict which is
not a 1-conflict. If we addb,c) and(c,a) to >, then the conflict becomes a 1-
conflict (s; = c). If we further add(c, b) or (a,c) to o, then the conflict is not a
1-conflict anymore. On the other hand, if we g@ddd) and(d,b) to ¢ instead,
then we obtain a 2-conflict.

We assume here that the preference relatienand - are SPOs. If~'=
TC(>~U>0p), then for every O-conflict between and:-o, we still obviously have
t; =’ t, andt, =’ t;. Therefore, we say that the union does not resolve any con-
flicts. On the other hand, if'= TC(>o> ), then for each O-conflictts,ty),

t; =o> = tp and—(t2 =o> = t1). In the case of 1-conflicts, we get again-'t,
andty =’ t;. But in the case where a 0-conflict is not a 1-conflict, we gdy on
t; =’ to. Thus we say that prioritized composition resolves thosertflicts that
are not 1-conflicts. Finally, if-'= TC(> ® -¢), then for each 1-conflictts,ty),
(1 = ® >0 t2) and—(t; = ® =0 t1). We gett; =’ t, andt, =’ t; if the conflict

is a 2-conflict, but if it is not, we obtain onlg -’ t;. Thus we say that Pareto
composition resolves those 1-conflicts that are not 2-aasfl(Pareto composi-
tion resolves also conflicts that are symmetric versionsadriflicts, with>-q and

> interchanged, which are not 2-conflicts.)

We now characterize those combinationsr-ofand ¢ that avoid different
kinds of conflicts.



Definition 7 A preference relatios- isi-compatiblgi = 0, 1, 2) with a preference
relation—q if there are na-conflicts between- and-o.

0- and 2-compatibility are symmetric. 1-compatibility istmecessarily symmet-
ric. For SPOs, 0-compatibility implies 1-compatibility cari-compatibility im-
plies 2-compatibility. Examples 1 and 2 show a pair of O-catiipe relations.
0-compatibility of - and>g does not requir¢he acyclicity of- U ¢ or that one
of the following hold:> C =g, =9 C =, 0r = N>g= 0.

Propositions 1 and 2 imply that all the variants of compétibdefined above
are decidable for ERO ipfs. For example, 1-compatibilitgxpressed by the con-
dition =41 NTC(~ —~,1) = 0 where~, is the inverse of the preference rela-
tion =q.

0-compatibility of = and>q is a necessaryondition forTC(> U =) to be
irreflexive, and thus an SPO. Similar considerations apply@(>~o > >) and 1-
compatibility, andT C(>- ® o) and 2-compatibility. In the next section, we will
see that those conditions are muffficient further restrictions on the preference
relations will be introduced.

We conclude by noting the relationships between the thrédemsof prefer-
ence composition introduced above.

Lemma 1 For every preference relations and g
=0® > C o> > C U,
and if >-¢ and > are O-compatible

=0&® === =>oU>.

4 Query modification

In this section, we study preference query modificattorA given preference
guery w. (R) is transformed to the query. . (R) where>~' is obtained by com-
posing the original preference relatisrwith the revising preference relatiory,
and transitively closing the result. (The last step is ¢Jeannecessary if the ob-
tained preference relation is already transitive.) We wanto satisfy the same
order-theoretic properties asand>o, and to be minimally different fronx-. To
achieve those goals, we impose additional conditions @md .

For everyd € {U, >, ®}, we consider the order-theoretic properties of the pref-
erence relation-’ = =¢ 8 =, or =’ = TC(>¢ 0 =) if = 8 > is not guaranteed
to be transitive. To ensure that this preference relatiamiSPO, only irreflexivity
has to be guaranteed; for weak orders one has also to ektadgjative transitivity.

1 The termquery modificatiorwas used in early relational systems like INGRES to denote
a technique that produced a changed version of a query sabrbiy a user. The changes were
meant to incorporate view definitions, integrity consttsiand security specifications. We feel
that it is justified to use the same term in the context of casitjpm of a preference relation in
a query with some other preference relation, to produce aqueny.
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4.1 Strict partial orders

SPOs have several important properties from the user's péiniew, and thus
their preservation is desirable. For instance, all theguegfce relations defined
in (Kie02) and in the language Preference SQL (KK02) are SR@seover, if
>~ is an SPO, then the winnow._(r) is nonempty if (a finitey is nonempty. The
fundamental algorithms for computing winnow require thatpreference relation
be an SPO (Cho03). Also, in that case incremental evaluatipreference queries
becomes possible (Proposition 5 and Theorem 7).

Theorem 1 For everyO-compatible preference relations and ¢ such that one
is an interval order (I0) and the other an SPO, the preferenetation TQ(>-o 6 ),
whereb € {U,>,®}, is an SPO. If the IO isa WO, then T€p 6 =) = 0 .

Proof By Lemma 1, O-compatibility implies thatoU - = o> > = =g ® .
Thus, WLOG we consider only union. Assumg is an |O. If TC(- U >g) is not
irreflexive, then> U - has a cycle. Consider such cycle of minimum length. It
consists of edges that are alternately labelgdonly) and>- (only). (Otherwise

the cycle can be shortened). If there is more than one nosecoitive-g-edge

in the cycle, then-q being an 1O implies that the cycle can be shortened. So the
cycle consists of two edgel: o to andts = t;. But this is a 0-conflict violating
0-compatibility of = and>o. a

It is easy to see that there is no preference relation whieh iISPO, contains
>~ U >0, and is closer (in the sense of Definition 5)tchan T C(>- U o).

As can be seen from the above proof, the fact that one of tHerprece re-
lations is an interval order makes it possible to elimin&igse paths (and thus
also cycles) inT C(> U =) that interleave- and>o more than once. In this way
acyclicity reduces to the lack of 0-conflicts.

It seems that the interval order (10) requirement in Theoterannot be weak-
ened without needing to strengthen the remaining assunsptitneither of- and
o is an IO, then we can find such elemexisys, z1, Wy, X2, Y2, Z2, W, that

X1 = Y1,Z0 = Wy, X1 5 W1, 21 % Y1, X2 =0 Y2, 22 =0 W2, X2 70 W,
andz ¥o Y. If we choosey; = X2, 21 = Y2, W1 = 2, andx; = W»p, then we get a
cycle in>=U>q. Note that in this case and>g are still 0-compatible. Also, there
is no SPO preference relation which contains g because each such relation
has to contairT C(>- U ). This situation is pictured in Figure 4.

Example 4Consider again the preference relatiog, :

(my) =c, (M,y)=m=nmAy>Y.

Suppose that the new preference information is capturegcasvhich is an 10
but not a WO:

(My) ¢, (M,y) = m="VW" Ay = 1999 m ="Kia" Ay = 1999
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Fig. 4 A cycle for 0-compatible relations that are not 10s.

ThenTC(>c, U~c;), which properly contains-c, U >~c;, is defined as the SPO
>Cy-

(my) ¢, (M,y) =m=mAry>yv
m="VW” Ay > 1999/ = "Kia” Ay < 1999

Theorem 1 implies that if and-q are 0-compatible and one of them contains
only one pair, the C(> U >¢) is an SPO. So what will happen if we break up
the preference relatiorg from Figure 4 into two one-element relatiorsg and
=2 and attempt to apply Theorem 1 twice? Unfortunately, sucstiategy” does
not work. The second step is not possible because the pnegerelation>-» is
not 0-compatible with the revision of with >1.

For dealing withprioritized composition0-compatibility can be replaced by a
less restrictive condition, 1-compatibility, becaus®ptized composition already
provides a way of resolving some conflicts.

Theorem 2 For every preference relations and g such that-q is an 10, > is
an SPO and- is 1-compatible with-g, the preference relation TG > >-) is an
SPO.

Proof We assume thatC(>- > >-) is not irreflexive and consider a cycle of min-
imum length in>q > >. If the cycle has two non-consecutive edges labeled (not
necessarily exclusively) by, then it can be shortened, becausgis an 10. The
cycle has to consist of an edge-q t2 and a sequence of edges (labeled only by
=) to > t3,...,th_1 > th,th > t1 such thain > 2. andty ¥oth o ... Yo ts o to.

(We cannot shorten sequences of consecutharlges because is not necessar-

ily preserved in—q > >.) Thus(ty,t2) is a 1-conflict violating 1-compatibility of

= with =q. O

Clearly, there is no SPO preference relation which contaigs- >, and is
closer to- than TC(>~o > ). Violating any of the conditions of Theorem 2 may
lead to a situation in which no SPO preference relation woimhtains—q > >~
exists.

If =0 is a WO, the requirement of 1-compatibility and the compatabf
transitive closure are unnecessary. We first recall somie pagperties of weak
orders.
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Proposition 3 Let > be a WO preference relation over a schema R anthe
indifference relation generated by. If x -y, y~ z and z- w, then also % z and
y - W.

Theorem 3 For every preference relationsg and > such that-¢ is a WO and
= an SPO, the preference relatiorn > > is an SPO.

Proof Clearly, -'= =¢> >, as a subset ofoU -, is irreflexive. To show tran-
sitivity, considert; = t, andt, >’ t3. There are four possibilities: (1) tf ~q to
andt, ¢ tz, thent; =tz andt; = ta. (2) If t; =¢ to, t3 Yo t2 andty > t3, then
alsot, =g t3 orty ~g t3 (Where~q is the indifference relation generated by). In
either case otz andt; >’ t3 (the second case requires using Proposition 3). (3)
to oty t1 = to andty =g t3: symmetric to (2). (4) Itz oty t1 = to, t3 #otz and
ty > t3, thents ¥ t; (by the negative transitivity of o) andt; > t3. Thust; >’ ts.

O

Let’s turn now toPareto compositionThere does not seem to be any simple
way toweakerthe assumptions in Theorem 1 using the notion of 2-compidyibi
Assuming that-, ¢, or even both are 10s does not sufficiently restrict the possi
ble interleavings of- and>q in TC(>~o® -) because neither of those two pref-
erence relations is guaranteed to be preservdddf-o ® ). However, we can
establish a weaker version of Theorem 3.

Theorem 4 For every preference relations-o and > such that both are WOs, the
preference relation-q® > is an SPO.

Proof Similar to the proof of Theorem 3.

Proposition 2 implies that for all preference relationsmedi using ERO ipfs,
the computation of the preference relatiohS(>U =), TC(>o > >), as well
as TC(> ® o) terminates. The computation of transitive closure is dona i
completely database-independent way.

Example 5Consider Examples 1 and 4. We can infer that
t1 = (”VW”,ZOO% —Cy (”Kia”, 1997) =t3,

becaus¢”VW",2002 ¢, ("VW”,1999, ("VW”",1999 ¢, ("Kia”,1999, and
("Kia"”,1999 ¢, ("Kia”,1997). The tupleg”"VW",1999 and("Kia”,1999 are
notin the database.

If the conditions of Theorems 1 and 2 do not apply, Propasiamplies
that for ERO ipfs the computation afC(>- U ), TC(>o > =) andT C(>- ® =)
yields some finite ipfC(ty,t2). Thus the irreflexivity of the resulting preference
relation reduces to the unsatisfiability €f(t,t), which by Proposition 1 is a de-
cidable problem for ERO ipfs. Of course, the relation, beangansitive closure,
is already transitive.
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Example 6Consider Examples 1 and 2. Neither of the preference relsitie,
and~c, is an interval order. Therefore, the results establishéeeen this sec-
tion do not apply. The preference relatieg.= TC(>c, U-c,) is defined as fol-
lows (this definition is obtained using Constraint Datalogputation):

(My) =c. (M,y) =m=mAy>yV
m="VW" Al #£"VW" Ay > Y.

The preference relationc, is irreflexive (this can be effectively checked). It
also properly containsc, U>c,, becausé, >c. tz butt; ¢, tz andt; ¢, t3. The
gueryax, (Car) evaluated in the instance (Figure 1) returns only the tupte.

4.2 Weak orders

Weak orders are practically important because they catitargituation where the
domain can be decomposed into layers such that the layetstally ordered and
all the elements in one layer are mutually indifferent. Tikithe case, for exam-
ple, if a preference relation can be represented using a munndity function.
If a preference relation is a WO, a particularly efficients@gtially single pass)
algorithm for computing winnow is applicable (Cho04).

We will see that for weak orders the transitive closure cataion is unnec-
essary and minimal revisions are directly definable in teofrthe preference re-
lations involved.

Theorem 5 For everyO-compatible WO preference relatiorsand >, the pref-
erence relations- U g and = ® ¢ are WO.

Proof In view of Lemma 1, we can consider only= > U .

Irreflexivity is obvious. For transitivity, assume =" t, andt, =’ t3. If t; =
to = t3 (resp.ty =0 t2 =0 t3), thenty > t3 (resp.ty =o t3) andty =" t3. If t1 =o 12
andt; > t3, we need 0-compatibility to infer that 3 t; and thug; >ty orty ~t
(where~ is the indifference relation generated bY. In both cases, we can infer
t; >tz and thud; >’ t3. The last case is symmetric to the previous one.

For negative transitivity, considér ' to andt, %' t3. Thenty o to, t2 ¥ot3,
ty # to, andt, # t3. Consequentlyty #o ts, t1 # t3, and thudy ¥/ ts. ad

Note that without the 0-compatibility assumption, WOs ao¢ closed with
respect to union and Pareto composition (Cho03).

For prioritized composition, we can relax the 0O-compaitpdssumption. This
immediately follows from the fact that WOs are closed witbpect to prioritized
composition (Cho03).

Proposition 4 For every WO preference relationsand o, the preference rela-
tion =g> > isa WO.

A basic notion in utility theory is that ofepresentabilityof preference rela-
tions using numeric utility functions:
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Definition 8 A real-valued functioru over a schem®& represents preference
relation> overR iff

Vi, to [t = to iff u(ty) > u(tp)].
Such a preference relation is calletlity-based

Being a WO is a necessary condition for the existence of a riamepresen-
tation for a preference relation. However, it is not suffititor uncountable orders
(Fis70). It is natural to ask whether the existence of nucespresentations for
the preference relations and > implies the existence of such a representation
for the preference relation’= (¢ 6 ) wheref € {U,>,®}. This is indeed the
case.

Theorem 6 Assume that and>q are WO preference relations such that

1. > and:-( are O-compatible,
2. > can be represented using a real-valued function u,
3. o can be represented using a real-valued functign u

Then>'=3¢ 6 >, wheref € {U,>,®}, is a WO preference relation that can be
represented using any real-valued functidrsuch that for all x

u'(x) =a-u(x) +b-ug(x)+c
where a and b are arbitrary positive real numbers.

Proof Assumex ="y. Thusx =gy or x> y. If x>=qy, thenup(x) > up(y). Also, in
this casey ¥ x because of 0-compatibility. This implie$x) > u(y). Consequently,
U (x) > U (y). The other case is symmetric.

Assumeu’(x) > U (y). Thusug(x) > up(y) or u(x) > u(y). In the first case, we
getx o Y; in the secondx - y. Consequentlyx ='y. a

Surprisingly, the 0-compatibility requirement cannot engral be replaced by
1-compatibility if we replaceJs by > in Theorem 6.

Example 7Consider the Euclidean spagex #, and the following orders:

(%y) =1 (X,¥Y)=x>X,
(%y) =2 (X,y)=y>Y,

The orders-1 and» are 1-compatible (but not 0-compatible) WOs. It is well
known that their prioritized (also callddxicographi¢ composition is not repre-
sentable using a utility function (Fis70).

Thus, preservation akpresentabilityis possible only under 0-compatibility,
inwhich case-qgU»> = =o> > = =o® > (Lemma 1). (The results (Fis70) indicate
that for countable domains considered in this paper, thegifiried composition of
WOs, being a WO, is representable using a utility functioowiver, that utility
function is not definable in terms of the utility functiongresenting the given
orders.)
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We conclude this section by showing a general scenario inlwie union of
orders occurs in a natural way. Assume that we have a numiditg function u
representing a (WO) preference relatienThe indifference relatior- generated
by > is defined as:

X~y = u(x) =u(y).
Suppose that the user discovers thas too coarse and needs to be further refined.
This may occur, for example, wherandy are tuples and the functiantakes into
account only some of their components. Another functipmay be defined to
take into account other componentxa@ndy (such components are callbididen
attributes(PFTO03)). The revising preference relatieg is now:

X0y = U(X) =u(y) Auo(x) > Uo(Y)

It is easy to see thatg is an SPO 0-compatible witk (but not necessarily a
WO). Therefore, by Theorem 1 the preference relation ¢ is an SPO.

5 Incremental evaluation
5.1 Query modification

We show here how the already computed result of the origirefepence query
can be reused to make the evaluation of the modified query eficeent. We will
use the following result.

Proposition 5 (Cho03)If >, and >, are preference relations over a relation
schema R and-1 C -5, then for all instances r of R:

— @, C L)
— w,(w,(r)) = w.,(r)if =1 and>, are SPOs.

Consider the scenario in which we iteratively modify a gipeeference query
by revising the preference relation using only union in saetay that the revised
preference relation is an SPO (for example, if the assumptid Theorem 1 are
satisfied). We obtain a sequence of preference relatians ., > such that-, C
A g >_n_

In this scenario, the sequence of query results is:

ro=rri=aw,(r),ro=w_,(r),....,m=w,(r).
Proposition 5 implies that the sequengery, ...,y is decreasing:
ro2r12---2rn
and that it can be computed incrementally:
r=0w-,(ro),r2=w,(ra),...,M'n = @, (rn-1).

To computer;j, there is no need to look at the tuplesria ri_1, nor to recompute
winnow from scratch. The sets of tuples. .., r, are likely to have much smaller
cardinality tharrg =r.
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It is easy to see that the above comments apply to all case® whesrevised
preference relation is a superset of the original prefereakation. Unfortunately,
this is not the case for revisions that use prioritized oeRacomposition. How-
ever, given a specific pair of preference relatiehsind >, one can still effec-
tively check whethef C(>-ogr>>) or TC(>-o® >) contains:- if the validity of
preference formulas is decidable, as is the case for ERQulast{Proposition 1).

5.2 Database update

In the previous section we studied query modification: thergis modified, while
the database remains unchanged. Here we reverse thegsituhé query remains
the same and the database is updated.

We consider first updates that are insertions of sets of supler a database
relationr, we denote byA *r the set of inserted tuples. We show how the previous
result of a given preference query can be reused to make Hieaton of the
same query in an updated database more efficient.

We first establish the following result.

Theorem 7 For every preference relatior over R which is an SPO and every
instance r of R:

W (rUA™r) =w (w-(r)ua™r).

Proof Assumet ¢ w.(w-(r)UA™r). Then eithet € w._(r) UA™r or there exists
t' € w (r)UA™r such that’ > t. In the first case, ¢ w.(r) andt Z A r. If t &1
andt £ A'r, thent € w.(rUA™T). If there exists’ € w. (r) such that’ > t, then
alsot ¢ w.(rUA™r). In the second cas€,c rUA'r and thug & w.(rUA™r).
Assumet € w. (rUA™r). Then eithet ¢ r UA™r or there exists’ e ruA*r
such that’ - t. In the first caset, ¢ w. (w- (r) UA™r). In the second case,tif
Atr,thent € w.(w.-(r)UA™r). Soconsider er—ATr.Ifter butt £ A*r, then
tZw (r)UATrandt € w-(w-(r)UATT). If t € A'r, then there exists € w. (r)
such that” =~ t. (t” may bet’ or some element dominatiri§y) Therefore, in this
case alst € w. (w-(r)UA™T). O

Consider now the scenario in which we have a preferenceéarlat which is
an SPO, and a sequence of relations

ro=rri=roUA"ro,ro=riUA"rq,....tn=rn_1UA r,_1.
Theorem 7 shows that

w-(r1) = w-(w-(ro) UA*ro)
W (r2) = w-(w-(r)) UA™ry)

W (rn) = @- (W (r-1) UATry_1).

Therefore, each subsequent evaluation of winnow can réngseesult of the
previous one. This is advantageous because winnow retiguisst of the given
relation and this subset is often much smaller than theioaléself.
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Clearly, the algebraic law, stated in Theorem 7, can be wspdher with other,
well-known laws of relational algebra and the laws specdipreference queries
(Cho03; KHO03) to produce a variety of rewritings of a giveefprence query. To
see how a more complex preference query can be handled;dasider the query
consisting of winnow and selectiow,.- (04 (R)). We have

W (0a(rUA™T)) = 0. (0a(r) U 0a(47T)) = @- (- (0a(r)) Uda(A7T))

for every instance of R. Here again, one can use the previous result of the query,
w. (04(r)), to make its current evaluation more efficient. Other opesathat
distribute through union, for example projection and jaan be handled in the
same way.

Next, we consider updates that are deletions of sets ofdupler a database
relationr, we denote byA —r the set of deleted tuples.

Theorem 8 For every preference relation over R and every instance r of R:
W (rNN=ATrCw (r—A7r).

Theorem 8 gives an incremental way to compute an approxdmaftiwinnow
from below. It seems that in the case of deletion there cahaain exact law
along the lines of Theorem 7. This is because the deletiooragguples from the
original database may promote some originally dominatad (hscarded) tuples
into the result of winnow over the updated database.

Example 8Consider the following preference relation= {(a,b1),...,(a,bn)}
and the database= {a,by,...,by}. Thenw. (r) = {a} but

w.(r—{a}) ={b,...,bn}.

6 Finite restrictions of preference relations
6.1 Restriction

It is natural to considerestrictionsof preference relations to given database in-
stances (TCO02).

Definition 9 Letr be an instance of a relation scheRand>- a preference rela-
tion overR. Therestriction[~]; of > to r is a preference relation ov&; defined
as

[~r =>=nrxr.

We write (x,y) € [~]r instead of[-]y for greater readability.

The advantage of using-]; instead of>- comes from the fact that the for-
mer depends on the database contents and can have stroogertigs than the
latter. For examplel-], may be an SPO, while- is not. Similarly,[>], may be
i-compatible with[>~g];, while > is noti-compatible with>q. Therefore, restric-
tions could be used instead of preference relations in thisios process.

The following is a basic property of restriction. It saysttttee restriction to
an instance does not affect the result of winnover the same instancso the
restriction can be used in place of the original prefereption.
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Theorem 9 Let r be an instance of a relation schema R ana preference rela-
tion over R. Then

0, (1) = 0. (1),

Proof We have[-|r C r and thusw.(r) C @, (r). In the other direction, assume
tZw (r). IftZr,t¢ a (r). If t €randthere exists € r such that’ - t, then
also(t',t) € [~]r andt & @, (r). 0

We also establish that restriction distributes over théepemce composition
operators.

Theorem 10 If r is an instance of a relation schema &< {U, >, ®}, and- and
o are preference relations over R, then

[>~00 >]r =[>0r O[]

Proof We prove this result fo® = t>. The other cases are similar.
We have the following equivalences:

(%,Y) € [=o]r &> [~]r =

(%,Y) € [olr V (¥;X) & [=0]r A (%,Y) € [-]r =

X=0YAXETAYETV (YA oXVXLZIVYZI)AX=YAXETAYET =
X=0YAXETAYETVYFoXAX=YAXETAYET =

(X0 YVYH#0oXAX=Y)AXETAYET =

(%,y) € [-o > ~r.

The preference revision studied earlier in this paper slpicnvolved the
computation of the of the revised preference relation ddfathe transitive clo-
sureTC(>o 8 ), wheref € {U,>,®}, - is the original preference relation, and
=0 is the revising preference relation. We study several giffeways of impos-

ing the restriction of preferences to a relation instance cdhsider the following
preference relations:

=1 =TC(>00>),
=2 = [TC(>0 0 >)]r,
=3 =TC([~00 +]),
=4 = TC([>0)rO[~]r)-

We establish now some fundamental relationships betweeprdference re-
lations-1, =2, =3, and>g.

Theorem 11 Let 6 € {U,>>,®}, and = and - be preference relations over a
schema R. Then for every instance r of R:

=4=>3C =2C 1,

and there are relation instances for which the containmargsstrict.



19

Proof The equality of-4 and -3 follows from Theorem 10. For3 C »», we
have that
[060 >y C>00+,

and
[~00 ] Crxr.
Thus
3= TC([>—0 ¢] >—]r) Crxr,
and

=3C TC(-0 8 >)Nrxr=-3.

The containment, C =, follows from the definition of the restriction.

An example where-3 C =, C 1 is as follows. Let-= {(a,b)}, »o=
{(b,c)},r ={a,c}. Then[>]; = [~o]r = 0. Thus alsd>o 0 |, = [>o]r O [*]; =
0, and>-3= 0. On the other hand;1= {(a,b), (b,c),(a,c)} and>2= {(a,c)}.

O

Corollary 1 Let 8 € {U,>,®}, and = and o be preference relations over a
schema R. Then for every instance r of a R:

Wy (1) = W, (1) C w-5(r) = w-,(r),
and for some cases the containment is strict.

Proof Follows from Theorem 9 and Theorem 11. In the example givethén
proof of Theorem 11, we obtaiw. ,(r) = {a} andw.,(r) = {a,c}. O

We study now the order-theoretic properties of restriction

Theorem 12 Let 6 € {U,>,®}, and = and ¢ be preference relations over a
schema R. Then for every instance r ofRis an SPO implies that; is an SPO,
which implies that-3 is an SPO. There are cases in which the reverse implication
does not hold.

Proof Because-, C =1, =2 is irreflexive. Assume that -, y andy =2 z. Then
X=1Y,Y=1ZXer,yer,andzer. Thereforex =1 zZAXerAzer,andx >; z

The preference relation;= {(a,a)} is not an SPO (and can be obtained from
some preference relationsy and > using any composition operator). However,
its restriction-,= [>-1]; for r = {b} is empty, and thus an SPO.

Assume now-o= {(a,b)} and>= {(b,a)}. Consider6 = U andr = {b}.
Thus, 1= {(a,b), (b,a), (a,a),(b,b)} and 2= {(b,b)} (so it is not an SPO).
On the other hand-¢ U -], = 0 and>3= 0, too. Similar examples can be con-
structed for the other composition operators. ad

Unfortunately, for weak orders there is no property analsgo Theorem 12.
Subsequently, we examine the impact of restriction on caifipty.

Theorem 13 Let - and - be preference relations over a schema R. Then for
every instance r of a relation schema R and every(, 1,2 if » is i-compatible
with >, then[>], is i-compatible witi{>¢],. There are cases in which the reverse
implications do not hold.
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Proof For O-compatibility the situation is clear. If there are nodhflicts between
>~ and =g, then there are no 0-conflicts betwelr, and[~o];. However, for
higher-level conflicts, the situation is more complicated.

Assume now that is 1-compatible with-g and consider a 1-conflict between
[>]r and[~o];. Then there are elemertisty, s1,. .., S of r such that

(t1,t2) € [=alr, (t2,1) € []r,-- -5 (S t1) € [F]rs

and
(t1,s¢) & [=0lr, - (S1,t2) & [~olr-

Consider now any two elememsandy amongty,ts, S, . .., S such that(x,y) €
[-]r (resp(x,y) € [=o];). Clearly then alsx > y (resp.,x ¢ Y). Assume(X,y) €
[>]r and(y,X) € [>-o]r. Thusy o X. So we obtain a 1-conflict between the prefer-
ence relations- and>g. 2-conflicts are analyzed in the same fashion.

To see that the lack of 1-conflicts betweler], and[>~], does not imply the
lack of 1-conflicts betweer and>q, consider

~o={(ca)}

~={(a,b),(b,c),(a,c)},

andr ={(a,c)}. Then[>~]|, ={(a,c)} and[q]; = {c,a}. There are no 1-conflicts
between[>-]; and[~¢]; but there is a 1-conflict between and-o. Analogous
examples can be constructed for other kinds of conflicts. O

Finally, we compare the computational properties-@f -, and>3. The pref-
erence relatior-4 is recomputed only after preference revisions. The ralatip
is recomputed after every revision and every database eptlaé recomputation
after an update uses; as a selection condition applied toc r (wherer is the
current relation instance). The relatien is also recomputed after every revision
and every database update. However, in the latter casemnmgutation is more in-
volved than for-», because transitive closure of a finite binary relation seede
computed. Overall-1 represents the most stable and comprehensive preference
information. Even if-, is stored,~; needs to be kept up-to-date after preference
revisions, since it is used in the recomputation-gfafter an update. The prefer-
ence relation-3 can be stored, revised, and updated without any referenee.to
However, in this case some preference information is lokf,Corollary 1.

6.2 Non-intrinsic preferences

Non-intrinsic preference relations are defined using fdasithat refer not only to
built-in predicates.

Example 9The following preference relation is not intrinsic:
X ~pref Y = (X,y) € Pref

wherePre f is a database relation. One can think of such a relation assepting
storedpreferences.



21

Revising non-intrinsic preference relations looks praotddic. First, it is typ-
ically not possible to establish the simplest order-theogoperties of such re-
lations. For instance, in Example 9 it is not possible to deiee the irreflexivity
or transitivity of =pre; On the basis of its definition. Whether such properties are
satisfied depends on the contents of the database reRxiidn Second, the tran-
sitive closure of a non-intrinsic preference relation maiy to be expressed as a
finite formula. Again, Example 9 can be used to illustrats gfoint.

However, it seems that restriction may be able to alleviaebove problems.
Suppose- is the original and- the revising preference relations. Computing
TC(>o U >) may be infeasible, as indicated above. But compufi@g[>-o U >])
is not difficult, as[>~o U >]; is computed by the first-order query

(X=oyVX>=Yy)AXERAYER

For other composition operators, the same approach alds\because they are,
like union, defined in a first-order way.

7 Weak-order extensions

Theorems 3 and 5, and Proposition 4 demonstrate that for webits one can
prove stronger properties about revisions than for gerpasdlal orders. The 0-
compatibility or the interval order requirements may bexeld, and the transitive
closure computation may no longer be necessary.

So it would be advantageous to work with weak orders. Suchrsrdan, for
example, be obtained axtension®f the given SPOs. We show here how to ex-
press the construction of weak order extensions using Ggtaiules (AHV95)
and the Rule Algebra (IN88). Although not much can be showvthamhframework
about WO extensions of arbitrary SPOs, the construction 6f &tensions of
interval orders (I0s) can be guaranteed to terminate.

7.1 Rules

We define thepplication r(X) of a ruler to an input set of factX in the standard
way.

Definition 10 Assumer is of the form
A«—Bqy,...,By,Cy,...,Cp.

Thenr(X) consists of all the facts(A) such thatr(Bj) € X, i =1,...,n, and
1(Cj) € X, j=1,...,m, wherert is a ground substitution. In @nflationaryappli-
cationr(X) is added toX.

In this paper, we are dealing with infinite sets of facts repnéed by con-
straints. However, the above definition of rule applicastifi applies. From this
definition, we can obtain a more operational definition thdt #®ll us how to
construct the constraints in the head of the ruleom the constraints in the body
(KLPQO).
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Assume that each goB|, i = 1,...,nis described by a constraifit and each
goalCj, j =1,...,mby a constrainy;. Also denote by the set of variables that
occur only in the body of. ThenA is described by the formula

AV.BLA - ABa A=V A AV,

from which negation and quantifiers have been eliminated.
(IN88) present a language called Rule Algebra (RA) whichvedl rule com-
position. The syntax of RA expressions is defined as follows:

Expr::=r|Expr; Expr|ExprU Expr|Exprt,

wherer is a single rule. The symbol “;” denotes sequential an parallel com-
position. The superscript” denotes unbounded iteration.
The application of RA expressions is defined as follows (IN88

— for a single rule it is defined as in Definition 10,
= (FiiR2) (X) = Ra(F1(X)),

- (FRLUR)(X) = F1(X) UF(X),

= F7(X) =Ui=oF'(X).

Like rule application, the application of RA expressionses in two different
variants: inflationary and non-inflationary.

Rule Algebra can be implemented directly. However, (INS&)ve also how
to map Rule Algebra expressions to a classoctlly-stratifiedlogic programs
(Prz88). This class requires a limited use of function syis\bmimplement coun-
ters.

7.2 Strict partial orders

(Fis85) presents a construction of a WO extension of a firi#® St is based on a
very simple intuition.

Assume we are given that>- y andy ~ z, or x~y andy > z In a weak
order one needs to be able to have alsez in both cases (see Proposition 3).
Therefore, one could produce a WO extensidmf a given SPG- by supporting
the derivationof the implied order relationships. Clearly, such derwatshould
avoid contradictionX =’y andy >’ x).

Example 10Consider the following order-= {(a,c),(b,d)}. Thusa ~ d and
b ~ c. So w could derivea -’ b andb -’ a, a contradiction.

We construct an extensior’ of a given SPG- using a set of rules. Unfortu-
nately, for infinite orders the construction does not alwargsluce a weak order.
The input preference relation is described using a set of facts of the relation
of arity 2n wheren is the arity of the database relation over whiehis defined.
The output preference relatiod is also described as a set of facts of the relation
T but those facts are computed using rule application.

First, we have two ruleB;; andPy» for deriving new order relationships:

Pii: T(X,2) — T(XY)A=T(z2y) A=T(Y,2).
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Pi2: T(X,2) T (%,2) A=T(XY) A=T(¥,X).

Second, we have the conflict removal r&e
P T(XYy) — T(Xy) A=T(Y,X).

We note that the rule 1, P12, P, need to be applied in a specific order. We use
the following Rule Algebra expressidfy (IN88; AHV95)

Ei=((Pi1 U Pro); )T,

applied to the input preference relation. In the rlleand the expressioB;, the
desired semantics is non-inflationary because we wantnuorelie conflicts.

Example 11Consider the preference relation= {(a,c), (b,d)} from Example
10. Applying the rule$;1 andPy» we obtain the relation

T(x,y)=x=aAy#aVx=DbAy#£bvx#cAy=cvx#dAy=d.

This is not an SPO because, for example, we Hafgeb) andT (b,a). Applying
the ruleP,, the conflict is removed, yielding

T(xy) =x=aAy#aAy#bVx=bAy#bAy#a
VXZ£CAXAAAY=CVX#CAXAdAYy=d.

which is a weak order. Thus, no further iterations are nesgss

Denote byT; the preference relation obtained at the end ofiitrestage in the
computation ofg;. Clearly, if T; is a weak order, then nothing new is produced
at the next stage, i.eT;,1 = T;. However, the reverse implication does not have
to hold for arbitrary SPOs. Therefore, in each stagg needs to be separately
checked for the weak order property (Proposition 1 implies the appropriate
properties are decidable under the assumption that the pmeference relation is
described by an ERO preference formula).

Example 12Consider the following rational-order preference relatio adapted
from (Fis85):
X=Y=X>YAX#0AYF#0.

The corresponding indifference relatienis defined as
X~y=xXx=yvVx=0vy=0.

The relation- is not a weak order but even the first iteration of the abovesrul
fails to produce anything new. Consider any rational nuntbesr 0. There are
numbersa andc such thata > b, b > ¢, a~ 0 andc ~ 0. So on the one hand
we have initiallyT (b,c), =T (c,0) and—T(0,c), and applying the rul®;; we get
T(b,0). But on the other hand we haWda,b), —T (a,0) and—T (0,a). Applying
the ruleP;2 we getT (0,b). Therefore, the rul® does not derivd (b,0), T (0, b),

or any other new fact.
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It is an open question what kind of properties a prefereniegioa should sat-
isfy so that the conditioft; 1 = T; implies the weak order property. (Fis85) shows
that such an implication holds for SPOs over finite domairneeré&fore, it also
holds for finite restrictions of arbitrary SPOs (SectionE)r a finite restriction
[~]r a different way for constructing a weak order extensiofi-df is available
through the use afanking (Cho03). The “best” tuples — those én. (r) — receive
rank 1, the “second-best” rank 2 etc. Then the weak ordensiar:~’ is defined
as

x ="y = rank(x) < rank(y).

7.3 Interval orders

For interval orders, we can show stronger results abouttaatsg WO exten-
sions. We still use the DatalegRule Algebra framework but instead of the ex-
pressiorE; we use the following expressidy:

Ex= (Pu; P2)™.

We will see that forE; the inflationary and non-inflationary semantics coin-
cide.

For simplicity, we identify here a preference relation witte set of facts of
theT predicate describing it.

Example 13Consider Example 12. Applying the ruRg; to the preference rela-
tion > from this example (which is an interval order) yields thddwling prefer-
ence relation-':

X='Yy=X>YAX#OANY#OVX#AO0AYy=0.
This relation is a total order, and thus also a weak order.

Lemma 2 For every irreflexive preference relation X, X Py1(X), X C Pi»(X),
and XC Plz(Pll(X)).

Lemma 3 Assume X is an interval order preference relation. Ther()?) and
Pi2(X) are interval order preference relations.

Proof WLOG, considelf = Py1(X). Clearly,Y is irreflexive. For transitivity, con-
siderT(x,y) € Y andT (y,z) € Y. Then there is & such thall (x,Z) € X, T(Z,y) ¢

X, andT (y,Z) ¢ X. Similarly, there is & such thafl (y,Z") e X, T(Z’,z) ¢ X, and
T(z,Z') ¢ X. Becaus« is an interval order, we have(x,Z’) € X or T(y,Z) € X.
Assume the former. Thef(x,z) € Y. The preservation of the interval order con-
dition can be shown in a similar way. ad

Lemma4 LetF = (Pi1;P12) and Y be an SPO. Then¥) C Y iffY is a WO.
Proof If Y is a WO, then
Y =P1(Y) = Pra(Pia(Y)).

If Y is not a WO but an SPO, then there atey and z such thatT (x,y) € Y,
TX2) €Y, T(ZX) €Y, T(y,2) Y andT(z,y) €Y. ThusT (x,z) € P11(Y) and by
Lemma 2,T(X, Z) S P12(P11<Y))- ThUSP]_z(P]_]_(Y)) ZY. O
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The following theorem shows that finite termination of thalertion ofE; is
equivalent to the weak order property.

Theorem 14 Let X be an I10. For every i 0, Ex(X) = (P11;Pi2) " (X) equals
(Pll; P12)'(X) iff (Plj_; Plz)'(X) isa WO.

Proof Follows from Lemmas 2, 3, and 4. Note that fpk i, (P11;P12)!(X) C

(P11; Pi2)' (X). Itis essential that the given preference relation be a®tBerwise,

an application of1; P1> may produce preference relations which are not SPOs
and the equivalence in Lemma 4 may stop to hold. ad

To explore the possible implementations of the Rule Algedxaressiore,,
we note first that Lemma 2 implies that for the ruRs andPy, inflationary and
non-inflationary semantics coincide. Therefore, we caninationary or non-
inflationary languages for the implementationsf (AHV95) indicate that Rule
Algebra expressions can be translated to Inflationary Dgta{GS86), a variant
of Datalog that allows unstratified negation (necessarg because of the rules
P11 andPy») at the price of having inflationary semantics. It is cleattimflation-
ary Datalog~ programs terminate on finite inputs. However, preferentdions
are typically infinite. Still, they are finitely representatlusing preference for-
mulas, and thus we are dealing with the problem of terminadiblinflationary
Constraint Datalog programs. Fortunately, there are positive results estadsdi
in this area in (KKR95), which, together with Theorem 14, iynilie following:

Theorem 15 Every interval order preference relation, defined using an ERO
formula, has a weak order extensigri, defined using an ERO formula. The for
mula defining-’ can be computed in exponential time.

8 Related work
8.1 Preference change

(Han95) presents a general framework for modeling changeeierences. Prefer-
ences are represented syntactically using sets of growferpnce formulas, and
their semantics is captured using sets of preferencesaiafi hanks to the syntac-
tic representation preference revision is treated sityjlrough not identically,
to belief revision (GR95), and some axiomatic propertiepreference revisions
are identified. The result of a revision is supposed to bemafiy different from
the original preference relation (using a notion of miniityahased on symmetric
difference) and satisfy some additional background pasts| for example spe-
cific order axioms. (Han95) does not address the issue ofreotiag or defining
revised relations, nor does it study the properties of $jgeddasses of preference
relations. On the other hand, (Han95) discusses also prefercontraction, and
domain expansion and shrinking.

In our opinion, there are several fundamental differenete/den belief and
preference revision. In belief revision, propositionadhies are revised with propo-
sitional formulas, yielding new theories. In preferencésien, binary preference
relations are revised with other preference relationdgdiig new preference re-
lations. Preference relations are single, finitely represde (though possibly in-
finite) first-order structures, satisfying order axiomsli®erevision focuses on
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axiomatic properties of belief revision operators andosinotions of revision
minimality. Preference revision focuses on axiomatic eotitheoretic properties
of revised preference relations and the definability of swtations (though still
taking revision minimality into account).

(Wil97) considers revising a ranking (a WO) of a finite setwgfles with new
information, and shows that a new ranking, satisfying theVAGelief revision
postulates (GR95), can be computed in a simple way. (Revé&ribes a number
of different revision operators for constraint databaséswyever, the emphasis
is on the axiomatic properties of the operators, not on tligalglity of revised
databases. (PFT03) formulates various scenarios of preferrevision and does
not contain any formal framework. (Won94) studies revisaml contraction of
finite WO preference relations by single pairs-¢ to. (Fre04) describes minimal
change revision ofational preference relations between propositional formulas.

8.2 Preference queries

Two different approaches to preference queries have besogulin the literature:
qualitative and quantitative. In thualitativeapproach, preferences are specified
using binarypreference relationf.L87; GIJMO00; Cho02; Cho03; Kie02; KK02).
In the quantitativeutility-based approach, preferences are represented osin
meric utility functiond AWO00; HP04), as shown in Section 4. The qualitative ap-
proach is strictly more general than the quantitative ohggesone can define
preference relations in terms of utility functions. Howegwenly WO preference
relations can be represented by numeric utility functidfis{0). Preferences that
are not WOs are common in database applications, c.f., Ebealnp

Example 14There is no utility function that captures the preferendatien de-
scribed in Example 1. Since there is no preference defineddest; andts ort,

andts, the score of3 should be equal to the scores of bottandt,. But this im-
plies that the scores tf andt; are equal which is not possible sirtgés preferred
overty.

This lack of expressiveness of the quantitative approaetelsknown in utility
theory (Fis70). The paper (Cho03) contains an extensiveigisson of the prefer-
ence query literature.

In the earlier work on preference queries (Cho03; Kie02¢, @m find positive
and negative results about closure of different classesd#rs, including SPOs
and WOs, under various composition operators. The resulisel present paper
are, however, new. Restricting the relationsind~q (for example, assuming the
interval order property and compatibility) and applyingrtsitive closure where
necessary make it possible to come up with positive couatesf the negative
results in (Cho03). For example, (Cho03) shows that SPOS\éDslare in general
not closed w.r.t. union, which should be contrasted withoreams 1 and 5. In
(Kie02), Pareto and prioritized composition are definedaehat differently from
the present paper. The operators combine two prefereratiored, each defined
over some database relation. The resulting preferenceoreia defined over the
Cartesian product of the database relations. So such opgeat not useful in the
context of revision of preference relations. On the otherdhahe careful design
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of the language guarantees that every preference relé@bican be defined is an
SPO.

Probably the most thoroughly studied class of qualitatrefgrence queries
is the class okkylinequeries. A skyline query partitions all the attributes of a
relation into DIFF, MAX, and MIN attributes. Only tuples wiidentical values
of all DIFF attributes are comparable; among those, MAXilaite values are
maximized and MIN values are minimized. The query in Exaniplis a very
simple skyline query (BKS01), witMakeas a DIFF an&earas a MAX attribute.
Without DIFF attributes, a skyline is a special case-afry Pareto composition.

Various algorithms for evaluating qualitative prefereqeeries are described
in (Cho03; TCO02), and for evaluating skyline queries, in &K.; PTFS03; BGZ04).
(BGO04) describes how to implement preference queries tdatRareto compo-
sitions of utility-based preference relations. In Prefiess SQL (KK02) general
preference queries are implemented by a translation to $QR04) describes
how materialized results of utility-based preference mseran be used to answer
other queries of the same kind.

8.3 CP-nets

CP-nets (BBD 04) are an influential recent formalism for reasoning withdie
tional preference statements unaeteris paribussemantics (such semantics is
also adopted in other work (MD04; WD91)). We conjecture tBRtnets can be
expressed in the framework of preference relations of (Bhaed in the present
paper, by making the semantics explicit. If the conjectartelie, the results of the
present paper will be relevant to revision of CP-nets.

Example 15The CP-neM = {a> a,a: b > b,a: b b} wherea andb are Boo-
lean variables, captures the following preferences: (&jgoa to a, all else being
equal; (2) ifa, preferb to b; (3) if a, preferb to b. We construct a preference
relation-c,, between worlds, i.e., Boolean valuationsacindb:

(a,b) =¢, (&@,0)=a=1Ad =0Ab=D
Va=1lAd =1Ab=1AbK =0

Va=0Aad =0 Ab=0Ab =1

Finally, the semantics of the CP-net is fully captured astthasitive closure
TC(>cy,)- Such closure can be computed using Constraint DatalogBuitean
constraints (KLPOO).

CP-nets and related formalisms cannot express preferetatéons over infinite
domains which are essential in database applications.
9 Conclusions and future work

We have presented a formal foundation for an iterative aocemental approach
to constructing ans evaluating preference queries. Oun rit&gius is onquery
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modification a query transformation approach which works by revisirgtef-
erence relation in the query. We have provided a detailetysisaof the cases
where the order-theoretic properties of the preferencioel are preserved by
the revision. We have considered a number of different i@visperators: union,
prioritized and Pareto composition. We have also formdlaigebraic laws that
enable incremental evaluation of preference queriesllzinge have studied the
strengthening of the properties of preference relationsutih finite restriction
and weak-order extension.

Tables 1 and 2 summarize the closure properties of prefenawision under
union and prioritized composition. There is no separatketély Pareto composi-
tion, because there are only few results specific to this &frmbmposition.

= SPO =10 = WO

>0 SPO | not closed TC SPO if 0-compat.| SPO if 0-compat.
=0 10 TC SPO if 0-compat,| TC SPO if 0-compat.| SPO if 0-compat.
=0 WO | SPO if 0-compat. SPO if 0-compat. WO if 0-compat.

Table 1 Revision using union

>~ SPO > 10 >~ WO
>0 SPO | not closed TC SPO if 0-compat.| SPO if 0-compat.
=0 10 TC SPO if 1-compat.| TC SPO if 1-compat.| TC SPO if 1-compat.
=o WO | SPO SPO woO

Table 2 Revision using prioritized composition

Future work includes the integration of our results witmst@rd query opti-
mization techniques, both rewriting- and cost-based. $¢imguery optimization
techniques for preference queries (Cho04) can also beegliplihis context. An-
other possible direction could lead to the design odasion languagen which
richer classes of preference revisions can be specified @)IR

One should also consider possible courses of action if tiggnat preference
relation- andsg lack the property of compatibility, for exampleif and>-g are
not 0-compatible in the case of revision by union. Then tingetiaof the revision
is an SPO which is the closest to the preference relatian-¢. Such an SPO
will not be unique. Moreover, it is not clear how to obtaingpfefining the revi-
sions. Similarly, one could studsontractionof preference relations. The need for
contraction arises, for example, when a user realizeshbattsult of a preference
guery does not contain some expected tuples.

Finally, one can consider preference query transformatanich go beyond
preference revision, as well as more general classes ofrprefe queries that
involve, for example, ranking (Cho03).
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