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Abstract— Mobility affects routing protocol performance
within a Mobile Ad Hoc NETwork (MANET). Past research on
mobility models and framework was motivated by the need to
provide a simulation platform for evaluating routing protocol
performance via realistic scenarios. Mobility information of
individual nodes has also been used to improve routing decisions
(e.g., choice of next hop, link break prediction) in a MANET.

In this paper, we introduce a novel concept of integrating
macro-mobility information obtained from the sociological move-
ment pattern of mobile MANET users, into routing. The extrac-
tion of this mobility information is based on our observation
that the movement of a mobile user exhibits a partially repetitive
‘orbital’ patten involving a set of ‘Hubs’ in practise. This partially
deterministic movement pattern is both practical and useful in
locating nodes and routing packets to them without the need
for constant tracking or flooding. Leveraging this Hub-based
orbital pattern, we propose a Sociological Orbit Aware Routing
(SOAR) protocol. Through extensive performance analysis we
show that SOAR significantly outperforms conventional routing
protocols like Dynamic Source Routing (DSR) and Location
Aided Routing (LAR) in terms of higher data throughput, lower
control overhead, and lower end-to-end delay.

Index Terms— Mobility models, Routing protocol, Ad hoc
wireless networks, Performance analysis

I. INTRODUCTION

A Mobile Ad Hoc NETwork (MANET) is an infrastructure
less group of wireless mobile devices that willfully cooperate
to forward packets for one another. Recently, node mobility
has been shown to have a significant impact on the routing
protocol performance [1]. This led to numerous studies on the
practicality of the different mobility models that are commonly
deployed. The Random Waypoint model [2] has been a favorite
for its simplicity and suitability for theoretical study and
analysis. In this model, a node keeps choosing destination
points randomly within a terrain and approaches it linearly
with a velocity randomly selected from a specified range. In
reality however, nodes (i.e. MANET users) move with some
purposes in mind (e.g., going from a conference room to a
cafeteria) in addition to certain restrictions (e.g., geographical
constraints) resulting in certain amount of determinism in their
motion.

In the light of growing need for more practical and realistic
mobility modeling, a new line of research has emerged,
focusing on several Entity based ([3], [4], [5]), Group based
([6], [7], [8]), and Scenario based ([9], [10], [11]) mobility
models/frameworks. The Entity based models are driven by the
individual node characteristics, while the Group based models
concentrate on the collective movement of a group of nodes

that deviate marginally from the characteristics of a leader
node. Alternately, the Scenario based models account for the
geographical constraints on real life movement.

Parallel to the study of the practical mobility models, work
has been done on routing protocols to cope with the effects
of mobility. Among the two categories of routing protocols
described in literature: Proactive and Reactive, the latter is
more suited for highly mobile ad hoc networks due to its
ability to cope with rapidly changing network topologies.
Some existing work has suggested source routing protocols
that adopted various optimization techniques, such as caching
of paths (e.g., [2]) to reduce path request overhead, and
caching of node velocity (e.g., [12]) to approximate node
locations. Others ([13], [14]) have suggested the use of virtual
backbones to ease the adaptation of the routing protocols to
mobility. With the advent of newer and affordable technology
like the GPS receivers [15], and other localization techniques,
location management schemes coupled with routing strategies
(e.g., [16], [17]) have also shown to offer efficient routing
solutions for MANET.

On the other hand, the authors in [18] have showed that the
mobility of nodes may help increase the theoretical MANET
capacity. In addition, work has also been done ([19], [20],
[21]) to explore the potential of using the mobility information
of individual nodes to facilitate selection of next hop or link
break prediction. Most recently, work on Delay Tolerant Net-
works (DTN) [22] has addressed routing issues with different
information oracles under completely deterministic mobility
of nodes, such as satellites and buses. However, no prior work
has studied ‘macro-level’ sociological movement patterns of
MANET users and their implications on routing protocols and
their performances.

In this paper, we identify a partially deterministic ‘orbital’
movement pattern around some specific places of social inter-
est, called ‘Hubs’. The ‘macro-level’ mobility refers to the fact
that our abstraction does not depend on the exact movement
within a Hub, or in between Hubs. Rather, our abstraction
only specifies a set of Hubs where a node will visit and spend
some significant amount of time, without having to follow any
rigid schedule or routes (i.e., partially deterministic). We also
propose an effective routing scheme for MANET called the
Sociological Orbit Aware Routing (SOAR) protocol to take
advantage of the spatial/temporal locality of the mobile users
(nodes) around these Hubs. The orbital movement pattern is
not only general enough to be realistic, but is also specific
enough to be useful. At the same time, it can be practically



UNIVERSITY AT BUFFALO: CSE TECHNICAL REPORT 2

implemented without a need for constant location updates
(or tracking) and flooding. Extensive numerical results are
presented to establish the simplicity and superiority of SOAR
over other conventional protocols, such as DSR and LAR in
terms of higher data throughput, lower control overhead, and
shorter end-to-end delay. Thus, SOAR does not make any
tradeoffs with respect to these metrics unlike in DSR and LAR.

The rest of the paper is outlined as follows. In Section II, we
motivate our work by discussing the sociological movement
pattern of MANET users, and illustrate the ‘Random Orbit’
model as an example. In Section III, we provide the details
of the proposed Sociological Orbit Aware Routing (SOAR)
protocol and illustrate its use in a common and realistic
MANET scenario. In Section IV, we evaluate the performance
of SOAR through simulations, and show that it is superior
to DSR and LAR. In Section V, we present a more detailed
description of other related work on both practical mobility
models, and mobility sensitive routing protocols to highlight
the novelty of our work. We conclude this work in Section VI.

II. SOCIOLOGICAL MOVEMENT PATTERN

In the real world, mobile users move with certain purposes
in mind (e.g., going from a conference room to a cafeteria)
in addition to being subjected to other restrictions (e.g.,
geographical constraints). One of the important implications
of the above observation is that users routinely spend a
considerable amount of time at a few specific place(s) that
we refer to as ‘Hub(s)’. For example, a graduate student
attending a technical convention may visit and spend some
significant amount of time in different rooms hosting say
Conference Track 1, Workshop 2, Tutorials 2, Cafeteria, etc.
on any given day. Although it is hard to keep track of an
individual at all times, and may even be against some personal
privacy policies to track him continuously, from a high level
perspective, most user’s movement are within and in between
a list of Hubs. These Hubs may be visited by the individual
in some probabilistic sequence, and constitute a part of the
user’s partially deterministic mobility profile. Even if we do
not know the exact location of the graduate student at any
given time, given his/her mobility profile we can identify a
list of possible places (e.g. workshop 2, cafeteria) for locating
him/her.

This orbital movement pattern is also observed in a time and
space based hierarchy. For example, on a typical weekday, the
graduate student could leave home for school in the morning,
visit the gymnasium in the evening, and return home at night.
Similarly, the student may stay in his home town for a few
weeks and visit friends and family in other cities over some
weekend, forming yet another higher level nation-wide ‘orbit’.
This hierarchical concept is illustrated in Figure 1.

A. Natural Orbits

Interestingly, an orbit is one of the most natural forms of
motion observed in the microscopic world of molecules, as
well as in the planetary universe. Although, such natural orbits
are mostly deterministic, and their continuous motion does not
have the notion of special places like Hubs.
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Fig. 1. A hierarchical view of sociological orbits

Electron Mobility: An electron movement is primarily an
orbital motion around a nucleus. Whenever the number of
electrons orbiting a particular nucleus changes, the atom (con-
taining the electrons and the nucleus) becomes reactive and
exchange electrons with other reactive atoms, thereby attaining
stability. Thus for a particular electron, its a series of orbits
around different nuclei over time. In society, job opportunities
and inexpensive accommodation may cause an influx of people
into a city. This may slowly saturate the place, leading to
scarcity of jobs, high cost of living, etc. which in turn pushes
people to other cities with better opportunities. In this way,
some people also exhibit a series of orbital movements around
different cities over time, as society tries to maintain some
stability across its city based social nuclei.

Planetary Motion: All planets along with their satellites
display a time and space based hierarchical orbital model,
which is as follows. The moon revolves around the earth in a
small orbit, lasting a month. The earth revolves around the sun
in a larger orbit, lasting a year. The sun itself revolves around
the milky way in a huge orbit of its own, lasting around 226
million years (a cosmic year). Although the mobility profile
of mobile users do not exhibit a pattern as deterministic as
the planetary system, it does possess a similar time and space
based hierarchy (as shown in Figure 1).

Note that our orbital movement pattern differs from existing
mobility patterns studied in the literature, in that it neither
models the motion of the users at a micro-level (i.e., on small
time scales or within small distances), nor simply predicts user
locations via historical/statistical tracking information ([19],
[20], [21]). It also differs from the deterministic mobility
patterns assumed within DTN, where either exact locations
of a node can be predicted with an appropriate ‘oracle’, or no
location information is available. To the best of our knowledge,
no prior work has explored the implication of such a macro-
level partially deterministic sociological mobility pattern and
its application to routing in MANET, despite its practicality.

B. A Random Orbit Model

To facilitate our discussion of Sociological Orbit Aware
Routing (SOAR) within MANET, we first construct a simple
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yet practical orbital model called the Random Orbit. As men-
tioned in Section II, sociological movement pattern associates
an individual node’s movement with several special regions,
or Hubs within a terrain that the individual node visits. The
Random Orbit model allows for the creation of a certain
number of Hubs within the simulation terrain for all the nodes,
as specified by the parameter Total Hubs. These Hubs are
located at random places within the terrain, and as a result
they may or may not overlap with each other. Each node can
visit a subset of randomly chosen Hubs creating a Random
Orbit. The list of Hubs a node visits is bounded by Hub List
Size, and the time it spends in each Hub is specified by Hub
Stay Time. Together, these two parameters define an Inter-Hub
Orbit (IHO). We also allow for an occasional change in the
specific list of Hubs assigned to a node in its IHO by defining
an IHO Timeout, upon which a node is assigned a fresh list
of Hubs to visit.

Without loss of generality, each Hub is considered to be a
rectangular, with the length on each side bounded by Hub Size.
The mobility pattern of individual nodes shall comprise of
two parts: movement inside a Hub, and movement in between
Hubs. The point to be noted here is that for each of the two
parts, any known practical mobility models may be chosen, as
suggested in Table I. For detailed reference to these models,
please see Section V.

TABLE I
EXAMPLE MOBILITY MODELS FOR ORBIT FRAMEWORK

Inside Hub Between Hubs Reference
LMM GMM [9]

Area Zone City Area [10]
METMOD NATMOD [11]
Manhattan Freeway [1]

Random Waypoint P2P Linear [2]

In our work, the movement inside each Hub, which shall
also be referred to as the Intra-Hub Movement (IHM), was
chosen to follow the Random Waypoint mobility model, whose
speed range is denoted by Intra-Hub Speed, and whose pause
time is denoted by Intra-Hub Pause. Note that a non-zero
minimum for the Hub Speed should be chosen to overcome
the decaying average speed problem associated with Random
Waypoint, as suggested in [23]. For movement in between
Hubs, we define a Point-to-Point Linear (P2P Linear) model.
In this model, when a node wants to leave one Hub for another,
it randomly selects a point within the destination Hub and
moves towards it linearly from its current position with a
velocity defined by the range Inter-Hub Speed. While Figure 2,
illustrates the Random Orbit model as described above, Table
II summarizes all of the Random Orbit parameters mentioned.
Note that, this example Random Orbit model does not simply
integrate two common mobility models (Random Waypoint,
and P2P Linear) into our hierarchical orbital framework, but
most importantly also introduces the practical orbital move-
ment amongst Hubs.

The above Random Orbit model is suitable for modeling
wireless devices carried by users working in an office build-
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Fig. 2. The Random ORBIT Model

TABLE II
ORBIT PARAMETERS

Category Parameter
General Total Hubs

Hub List Size (min, max)
Hub Size (min, max)

Hub Stay Time (min, max)
IHO Timeout (min, max)

Inter-Hub Inter-Hub Speed (min, max)
Intra-Hub Intra-Hub Pause

(Rand Waypt) Intra-Hub Speed (min, max)

ing, attending a convention, or around a campus. As users
move around, devices either automatically, or with the user’s
permission/assistance may record the Hubs visited most often,
and share the Hub-based orbital mobility profile with trusted
‘acquaintances’. Such mobility profile can then help improve
routing as described next.

III. SOCIOLOGICAL ORBIT AWARE ROUTING (SOAR)

In this section, we describe our Sociological Orbit Aware
Routing (SOAR) protocol, which to the best of our knowledge,
is among the first to make use of macro-level sociological
mobility profiles of MANET users in obtaining approximate
location information of mobile users as well as in improving
routing.

A. Protocol Overview

Several motivations for peer collaboration (among ‘ac-
quaintances’) were discussed by the authors in [24]. In [25],
we proposed an Acquaintance Based Soft Location Manage-
ment (ABSoLoM) technique, and showed the advantages of
using ‘acquaintances’ to form a distributed location database.
Although one of the basic concepts in SOAR is also the
use of acquaintances, it differs from ABSoLoM in at least
2 significant ways. First, nodes in ABSoLoM use a formal
acquaintanceship request and response among a few selected
nodes that ensure the acquaintanceship to be mutual. Second,
acquaintances not only cached each other’s exact location
coordinates, but also kept each other informed of their cur-
rent coordinates through frequent location updates. In SOAR
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however, acquaintanceship need not be mutual. As soon as one
node gets to know of another node’s Hub list, it will treat that
other node as an ‘acquaintance’ and cache its Hub list informa-
tion. This knowledge may be gained either by exchanging Hub
list information with that node directly when they are within
radio range of each other, or through a trusted third party
(e.g., common acquaintance). Also, since the orbital mobility
profile or, the Hub list information stays valid for a much
longer time when compared to the exact location coordinates,
SOAR can significantly reduce overhead in terms of location
updates in the face of node mobility. More specifically, in
SOAR, each node only needs to know the terrain in terms of
the Hubs (i.e., their coordinates) in addition to its own location.
Each node periodically sends its own coordinates and Hub list
in a Hello message to its immediate neighbors within radio
range to facilitate both neighbor discovery (required for Inter-
Hub geographic routing of packets) and Hub list sharing (for
formation of new acquaintances). Only acquaintances with an
active data connection in between them need to notify each
other by ‘location updates’ when there is a change in any of
their Hub lists (as a result of an occasional IHO Timeout).
A more detailed description of packet routing in SOAR is as
follows.

B. Information Query Propagation and Response

In SOAR, all packets (query, response, data, update) are
sent from one node (e.g., source) towards the Hub list of
another node (e.g., destination) that is contained in the packet
header. When a source has data to send and the destination is
a neighbor within radio range, the data is directly transmitted.
However, if the destination is not a neighbor, but an acquain-
tance whose Hub list is cached by the source, the data packet
is forwarded to the (center point of) Hub(s) in that Hub list
(see Section III-C for more details). Routing from the source
to a Hub is accomplished by ‘greedy geographic forwarding’
[16], where each intermediate node chooses its next hop from
amongst its neighbors who is closest to the destination than
itself (see Section III-D for more details).

If no information about the destination’s Hub list is avail-
able, the source first selects a subset of its acquaintances
in a way to be described in Section III-E. For each chosen
acquaintance, a separate query is sent to the Hubs in that
acquaintance’s Hub list. Such a transmission from a node
to its acquaintance will be referred to as a logical hop
here after, which often comprises of multiple physical hops.
An acquaintance responds to this query packet if it knows
of a valid Hub list of the destination. As an optimization,
intermediate nodes (that are not acquaintances of the source)
are also allowed to snoop into query packets and respond to
them if possible.

If the acquaintance does not know the destination’s Hub list,
it forwards the query to a subset of its own acquaintances,
chosen appropriately as before. However, if the number of
logical hops exceeds a specified threshold, the query packet
is dropped by the acquaintance. If all the query packets are
similarly dropped, the source will time out and may either
drop the data packet, or retry sending new query packets to

a different subset of its acquaintances, or resort to simple
flooding of query packets.

If the query reaches the destination itself, it not only re-
sponds with its own Hub list, but also indicates the current Hub
it is in. The current Hub information is cached by the source
and used for subsequent delivery of data in the same session.
The cache timeout value for this current Hub information will
be based on the average Hub Stay Time of a node. Similarly,
the Hub list information itself will be cached at the source for
a time proportional to the average IHO Timeout.

C. Packet Transmission to a Hub List

Once the source of any packet (query, response, data,
update) knows the Hub list information for that packet’s desti-
nation, it first checks to see if the current Hub information for
that destination is available. If that information is unavailable,
one copy of the packet is geographically forwarded towards
(the center of) each of the Hubs (i.e., simulcast) in the Hub
list of the destination. However, if the information is available,
a single packet is geographically forwarded to (the center of)
that current Hub. In either case, the source inserts its own Hub
list and current Hub information into the packet header, that
helps the destination of that packet to respond back to the
source.

Specially for data packets, when the first data packet is
sent, a ‘data session’ is considered active, which expires
when no data is generated/sent within a specified interval.
Throughout that active data session, the source keeps inserting
his current Hub and Hub list information into each data packet
to keep its location information updated at the destination.
The destination of that active data session reciprocates with
its current Hub and Hub list information in an update packet
(which can double as an ACK) on getting the first data packet.
From then on, whenever the destination moves out of its
current Hub, or starts to orbit a different Hub list (on an IHO
Timeout), it notifies the source of the change by sending a
update packet towards the current Hub of the source. Since
such update packets are restricted between the two ends of an
active session only, they are sent out infrequently and incur
little overhead.

Note that sending to the current Hub is just an optimization
attempt. If the destination is not in that current Hub when the
data arrives, the data can be cached by nodes in that Hub
for a limited amount of time. This will allow the destination
to retrieve it later, if it visits that Hub as part of its orbital
movement. Just before the cached data is to be purged, the
node that is closest to the center of the Hub may simulcast
copies of that data to the other Hubs in the list of the
destination. Of course, the source may also time out and decide
to take an appropriate action (as discussed above).

D. Use of Geographic forwarding for Packet Delivery

When the source of any packet wishes to send that packet
to a Hub (possibly containing the destination of that packet),
it uses greedy geographic forwarding as mentioned before. As
each intermediate node performs greedy geographic forward-
ing to push the packet closer to the intended Hub’s center
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coordinates, if a local maxima (also called a ‘geographic hole’)
occurs (i.e., no neighbor closer to the Hub than itself), this
node broadcasts the packet to all its neighbors. A neighbor in
turn checks if any of its neighbors is closer to the Hub than
the intermediate node which started this broadcast. If it finds
any such neighbor, it forwards the packet to it. Otherwise, it
may either drop the data packet, or employ techniques to route
around ‘geographic holes’ as suggested in literature [17].

If the Hub Size is fairly large compared to the Radio
Transmission Range of the nodes, once any packet reaches
(i.e. enters) a Hub before reaching the destination, an Intra-
Hub flooding (of the packet by the nodes within the Hub) is
performed (as the exact coordinates of the destination may not
be available). This is also done if the source itself lies in one
of the Hubs in the destination’s Hub list, in which case the
source itself initiates the Intra-Hub flooding in an attempt to
reach the destination. Such Intra-Hub flooding is not required
when the Hub Size is comparable (or smaller) to the Radio
Range since a packet can be overheard by all the nodes in
the Hub as it is geographically forwarded to the center of the
Hub.

In addition, an Intra-Hub flooding (if required) will intro-
duce marginal overhead since a packet will only require to be
flooded across a couple of radio hops to effectively cover the
entire Hub. To support such limited flooding, all packets are
uniquely identified by a tuple (source, destination, sequence
id), which enables nodes to identify and drop duplicate pack-
ets.

E. Querying a Subset of Acquaintances

A node may make a lot of acquaintances over its life time.
Hence, to reduce the overhead due to the query/response
packets, it needs to minimize the number of acquaintances
it will query at any given time. On the other hand, since
each acquaintance Ai covers (i.e., visits) a list of Hubs Hi,
this minimum subset of acquaintances need to be carefully
chosen to maximize the coverage of Hubs, thereby increasing
the chances of obtaining the destination’s information.

Let the Hub list of an acquaintance Ai be denoted by Hi =
{h1, h2, ..., hm}, where each hi is a particular Hub. Let H be
the set of Hub lists {H1,H2, ..., Hn} covered by a node’s ac-
quaintances A1, A2, ..., An. Let C be the set of Hubs covered
by all its acquaintances. That is, C = H1

⋃
H2

⋃
...

⋃
Hn.

Our problem is to find a minimum subset, H ′ ⊆ H s.t.:

∀hi ∈ C, ∃Hj ∈ H ′, s.t. hi ∈ Hj

This is a minimum Set Cover problem, which is known
to be NP Complete [26]. To find an heuristic solution, we
have adopted the Quine-McCluskey technique [27], [28]
used widely in Boolean Algebra for minimization of boolean
expressions. To describe this method, we first define a few
terms as follows.

Prime Acquaintance: An acquaintance Ai with Hub list Hi

is a Prime acquaintance if there is no other single acquaintance
Aj whose Hub list Hj includes Hi (i.e., @Aj , s.t.Hj k Hi).

Formally, Ai (with Hi) is a Prime acquaintance iff :

@Aj(withHj), s.t. ∀hk ∈ Hi, hk ∈ Hi ⇒ hk ∈ Hj

For example, let H1 = {1, 2}, H2 = {2, 3, 4}, H3 = {1, 4},
and H4 = {3, 4}, be the Hub lists of acquaintances
A1, A2, A3, and A4. Since none of A2, A3 or A4 alone
covers all the Hubs of A1, A1 is a Prime acquaintance.
Following the same principle, both A2 and A3 are also Prime
acquaintances, whereas A4 is not (since H2 k H4).

Essential Prime Acquaintance: This is a Prime acquain-
tance that covers at least one Hub that is not covered by any
other Prime acquaintance. Let P = {Hp1 ,Hp2 , ...} be the set
of all the Hub lists of Prime acquaintances {Ap1 , Ap2 , ...}.
Then, a Prime acquaintance Api

with Hub list Hpi
would be

an Essential Prime acquaintance iff :

∃hk ∈ Hpi
, s.t. ∀Hpj

∈ P (j 6= i), hk /∈ Hpj

Continuing with the previous example, even though A1 is
a Prime acquaintance, it does not cover any Hub that is not
already covered by either A2 or A3. So A1 is not an Essential
Prime acquaintance. Following the same principle, A3 is not
an Essential Prime acquaintance either. However, A2 covers
Hub 3 that is not covered by any other Prime acquaintance
(i.e., A1 and A3). Although, A4 covered Hub 3, A4 is not a
Prime acquaintance, and hence ignored. Thus, A2 is the only
Essential Prime acquaintance in our example.

To query the optimal subset of acquaintances, a node first
examines the Hub lists of its acquaintances and determines its
Prime and Essential Prime acquaintances. All the Essential
Prime acquaintances are then chosen, and all the Hubs in
C that they cover are marked. If any Hub in C is left
unmarked, a non-essential Prime acquaintance covering the
maximum number of unmarked Hubs is chosen next, and the
corresponding Hubs are marked. This procedure is repeated by
adding one more non-essential Prime acquaintance at a time,
until all the Hubs in C get marked. In the above example, first
A2 will get chosen (being an Essential Prime acquaintance),
following which any one of the other Prime acquaintances (A1

or A3) will be chosen to cover Hub 1, that is not covered by
A2. Moreover, to minimize the number of responses generated
for a particular query, the source may ‘anycast’ (send to any
one of a list of destinations) query packets to Hubs that are
common to the list of multiple acquaintances. Thus, in our
example if eventually A1 and A2 get selected, separate query
packets will go for A1 to Hub 1 and for A2 to Hubs 3 and
4, but a single ‘anycast’ packet destined for any of A1 or
A2 will be sent to the common Hub 2. In addition to reduced
responses, this will also minimize the number of query packets
generated, leading to lower control overhead.

F. An Example Scenario

Continuing our previous example involving mobile users
attending a large technical symposium, let us assume that 3
graduate students are at the same conference. The mobile
wireless devices carried by them along with those carried
by other convention attendees form the MANET shown in
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Figure 3. The different rooms shown in the figure are assumed
to hold different conference tracks, a poster session, and
an exhibition area that are held concurrently. In addition,
there is a registration area, a lounge and a cafeteria. Suppose
Student 1 frequents the rooms hosting the Conference Track
1, Conference Track 3, and Posters (which form Student 1’
IHO), while Student 2 frequents the Lounge and the room
for Conference Track 4 (which form Student 2’s IHO), and
Student 3 frequents the rooms for Exhibits and Conference
Track 4 (which form Student 3’s IHO). When Student 1 is in
the Posters section and Student 2 is in the Lounge, (note that
these 2 Hubs/Rooms overlap), they came within each other’s
radio range and share their own Hub lists. Later, say Students
2 and 3 meet at Conference Track 4 and also share their own
Hub lists. Later, if Student 3 wishes to locate Student 1 (whom
he/she has not met yet), he/she can query his/her acquaintance
(Student 2) for information related to Student 1’s possible
locations (as shown in Figure 3(a)). Once Student 3 learns
of Student 1’s Hub list, he/she can then simulcast messages
geographically towards the Hub list of Student 1 (as seen in
Figure 3(b)).

IV. PERFORMANCE ANALYSIS

In this section, we describe our extensive simulation study
to compare the performance of the SOAR protocol with that of
DSR and LAR scheme 1 (LAR1) using GloMoSim [29]. We
implement two versions of the SOAR protocol, SOAR-1 and
SOAR-2. In SOAR-1, a node sends Hello packets containing
its own Hub list to its 1-hop neighbors (i.e., nodes within its
radio range), and only caches the Hub lists of those neighbors.
In SOAR-2, each Hello packet also contains the Hub lists
of the 1-hop neighbors in addition to the node’s own Hub
list. This allows nodes to cache the Hub lists of the nodes
that are either 1 or 2 radio hops away. In both versions of
SOAR, we use 2 as the threshold value for the number of
logical hops any query packet may take before it is dropped.
In this way, the query packets will only be sent to source’s
acquaintances, and their acquaintances. For comparison, we
borrow the DSR and LAR1 implementations already available
in the GloMoSim distribution.

For the simulation scenario, we consider a MANET built
within a corporate campus consisting of several buildings
(Hubs). Corporate employees spend most of their time within
the Hubs and intermittently move in between Hubs. To model
realistic speeds of mobile users within such a MANET, we
considered the work in [30], [31], [32]. We summarize real
life speed values for various activities in Table III and fix the
Orbit Inter-Hub and Intra-Hub speed parameters accordingly.
We chose three metrics to evaluate the performance of each
protocol as described below:

Data Throughput: This metric is defined as the ratio of
the total number of data packets received correctly by all
destinations, to the total number of data packets generated by
all sources.

Relative Control Overhead: This metric is defined as the
amount of control information (measured in bytes) that each
node sends for each successfully received data packet in the

TABLE III
REAL LIFE SPEED

Category Type Range
Walking Average = 1.34 m/s

Olympic Record ≈ 4.02 m/s
Running Average = 4.00 m/s

Olympic Record ≈ 10.00 m/s
Cycling Average = 8.94 m/s

Olympic Record ≈ 13.89 m/s

network. For both LAR and DSR, we consider the Route
Request, Route Reply, and Route Error packets as the control
packets. In SOAR, the control packets are Hello, Hub List
Query, Hub List Response, and Location Update packets.
Although, in SOAR, the control packets have larger size (in
bytes) due to the mobility information contained in them, we
show via simulations that both the overhead and delay are
lower than those in DSR and LAR.

Approximation Factor for End-to-End Delay: The end-to-
end delay measures the time from when a data packet is
generated at the source, to the time when it is correctly
received by the destination. Thus, this delay incorporates the
time taken to discover a path to the destination (in DSR and
LAR), or the time taken to discover the destination’s Hub
list (in SOAR). Packets not delivered by any protocol are
excluded from the calculation for that protocol, which may
raise ‘fairness’ concerns as to be discussed later. To account for
this, we calculate the ratio of the delay observed in simulation
and the minimum possible delay for a data packet in an ideal
case, and call it the approximation factor for end-to-end delay.
The latter is the time taken by a packet, right after being
generated, to make its way to the destination via minimum
number of radio hops without any MAC contention, network
queuing delay, etc. This minimum number of radio hops is in
turn obtained by dividing the straight line distance between
the source and the destination by the radio range. We use the
same minimum ideal delay per radio hop while calculating the
approximation factor for each of the three protocols.

The main reason for dividing the observed delay of each
packet by the ideal delay of that packet is to account for the
fact that different protocols can successfully deliver different
data packets, and thus may incur different end-to-end delays. If
a protocol (e.g., DSR) only delivers packets to nearby destina-
tions and drops packets to far away ones, the average end-to-
end delay per received packet would inevitably be lower than
that in a protocol (e.g., SOAR), which delivers to destinations
both near and far. The approximation factor measures the
end-to-end delay relative to the ‘optimum’ delay and thus
introduces a sense of ‘fairness’ in the delay performance
comparisons.

Table IV lists the major parameters used in the simulations.
In what follows, we will examine how different parameters
such as Total number of Hubs (given a fixed terrain), Hub
Size, Inter-Hub Speed, Radio Range, and the total Number of
Nodes affect the protocol performance. To that end, we vary
one of these five factors while fixing all others parameters.
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TABLE IV
SIMULATION PARAMETERS

GENERAL PARAMETERS
Simulation Duration (each run) 1000s Terrain Size 1000m x 1000m
Number of Nodes (Users) Vary, (Default= 100) Radio Range Vary, (Default= 250m)
MAC Protocol IEEE 802.11 Mobility Model Random Orbit (RW + P2P)
ORBIT PARAMETERS
Total Hubs (Rooms) Vary, (Default= 15) Hub Size Vary, (Default= 200m-300m)
Hub Stay Time 50s-100s IHO Timeout 250s - 500s
Hub List Size 2 to Total Hubs Inter-Hub Speed Vary, (Default= 10m/s-30m/s)
Intra-Hub Pause 1s Intra-Hub Speed 1m/s-10m/s
TRAFFIC PARAMETERS
CBR connections 200 (5 packets each) Random Data Payload 512 bytes per packet

A. Variation in Total number of Hubs

The number of Hubs in the terrain affects protocol perfor-
mance due to its direct impact on the expected node density
within Hubs, and the Hub list sizes of each node, thereby
affecting the protocol performance as described below.

Data Throughput: Figure 4(a) shows the data throughput of
all the protocols with varying number of Hubs. SOAR-2 and
SOAR-1 perform the best with LAR1 showing comparable
results. DSR has the lowest values for this metric.

The number of Hubs seems to have little impact on SOAR-
2, SOAR-1 and LAR1 but has an interesting impact on DSR.
With a very few Hubs, the number of nodes that happen to
stay within each Hub at any given time can be very large.
This elevates the broadcast storm problem (increased MAC
layer contention) in DSR when flooding of discovery packets is
attempted by any node, leading to unsuccessful route discovery
and poor throughput. The performance of DSR improves with
the number of Hubs, but after a point, it deteriorates once
again. This is because the Hub list sizes of nodes also increases
with the number of Hubs, and as a result, the nodes enjoy
greater freedom of movement within the terrain, adversely
affecting DSR by increasing the chances of route failures.

LAR1 employs the caching of velocity and location infor-
mation that helps in limiting the amount of flooding required,

thereby resulting in much better performance. In the SOAR
protocols, as long as there is Inter-Hub movement whence
the Hub list information is shared amongst nodes, there is
sufficient means to locate nodes and route packets to them,
irrespective of the number of Hubs.

Relative Control Overhead: From Figure 4(b), we note that
LAR1 has the highest overhead, followed by SOAR-1, DSR
and SOAR-2 respectively. The majority of the overhead in
flooding based protocols such as LAR1 and DSR is due to the
route discovery process. Specifically, in LAR1, routes are dis-
covered iteratively by increasing the size of the region where a
destination is expected to be found. When the number of Hubs
is very low, they may be located far apart, requiring nodes to
travel long distances as part of their IHO. This leads to nodes
moving out of LAR1’s estimated region, causing repeated
flooding and consequently increases the control overhead. On
the other hand, if the number of Hubs (and the Hub list size
along with it) is very large, nodes enjoy greater freedom of
movement within the terrain. This too is not favorable for
LAR1 for a similar reason as above. This is why a moderate
number of Hubs seems to result in a lower control overhead
in LAR1.

DSR adopts a less aggressive flooding scheme and is shown
to have a lower overhead than LAR1. In the case of SOAR
protocols, the periodic HELLO beacon in SOAR-2 contains
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Fig. 4. (a) Data Throughput (b) Relative Control Overhead (c) Approximation Factor for End-to-End Delay, vs. Total Hubs

more information than that of SOAR-1. Thus, the overhead in
SOAR-2 is more than that of SOAR-1. More specifically, in
SOAR, Hub lists stay valid for a longer time (than location co-
ordinates, or routes), minimizing the number of query/response
packets. In addition, the location update packets are also
limited and infrequent. Thus, SOAR protocols are able to
maintain the lowest overhead among its competitors.

Approximation Factor for End-to-End Delay: The reasons
given above also explain the approximation factor for delay of
all the protocols as seen in Figure 4(c). LAR1 has the highest
delay due to its iterative estimation of node location, and
increased control overhead. In SOAR-1, as the Hub list size
grows with the number of Hubs, it takes a longer time to get
the Hub list of a destination with the assistance of only 1-hop
neighbor information. Thus, the delay in SOAR-1 increases
marginally with increasing number of Hubs. SOAR-2, with
more information, does considerably better than SOAR-1,
and is comparable to DSR. However, a point to note is that
this delay in DSR is only averaged over the data packets it
successfully received, which is far less than any other protocol.
Overall, all protocols seem to perform the best with a moderate
number of Hubs for the default simulation terrain, Hub size,
and number of nodes. Accordingly, we set the default value
of the number of Hubs to 15 (see Table IV).

Note that the results on the relative performances of the
three protocols shown in Figure 4 are generally applicable to
all other four cases to be described below where the Hub size
is fixed but one of the other four parameters varies, although
the explanations may be slightly different in those four cases.

B. Variation in Hub Size

We study the effects of the Hub size on the protocol
performance in this section. In the following simulations, the
Hubs were considered to be square regions with equal sizes.

Data Throughput: Figure 5(a) shows that SOAR-2, SOAR-
1, and LAR1 perform consistently well across all Hub sizes,
with the SOAR protocols doing the best. On the other hand,
since small Hubs force nodes to stay very close to one another
within a Hub, DSR is adversely affected by the broadcast
storm problem mentioned before, and hence does not perform
well with small Hub sizes. On the other hand, Hub size has
minimal effect on the throughput performance of SOAR and
LAR.

Relative Control Overhead: Once again, LAR has the high-
est control overhead, followed by DSR, SOAR-2 and SOAR-1.
The reasons are similar to those given in Section IV-A.

Approximation Factor for End-to-End Delay: Figure 5(c)
shows LAR1 to have the highest approximation factor for the
end-to-end delay, with DSR and SOAR-2 at a comparable
minimum. When the Hubs are small, there is hardly any
overlap amongst them. Thus, if a node moves out of a Hub,
it most likely has to move a relatively long distance before
reaching another Hub. This has a negative impact on the
location estimation of LAR1. On other hand, when the Hubs
are larger, there is a greater chance for Hubs to overlap. Thus,
even if a node moves to a new Hub, its locality with respect
to the terrain remains the same. This aids LAR1 in estimating
node locations more accurately, and leads to a lower discovery
delay with increasing Hub size.

DSR’s delay can also be negatively affected by MAC layer
contention with a very small Hub sizes, while SOAR protocols
enjoy a low Hub list discovery latency as before, due to the
use of the distributed location database within a network of
acquaintances.

C. Variation in Inter-Hub Speed

By varying the Inter-Hub Speed we varied the amount of
time nodes spend on average transiting in between Hubs, with
respect to their average Hub Stay Time. For the default Inter-
Hub Speed range given in Table IV, the ratio of the Inter-Hub
Transit Time to Hub Stay Time is in between 0.3 to 0.15. We
varied this speed from 2m/s to 30m/s so as to the change the
value of this ratio from 2 to 0.15.

Data Throughput: Figure 6(a), shows that SOAR-2, SOAR-
1, and LAR1 do consistently well for the entire range, while
DSR performance fluctuates at several points. LAR1 manages
to maintain a high throughput only at the cost of higher
overhead and higher delay as confirmed by our earlier obser-
vations. In the SOAR protocols, high values of the ratio (i.e.
nodes spending a large amount of time traveling in between
Hubs) does not have a significant impact on the throughput
performance. This is because in SOAR, intermediate nodes
also respond to queries, and cache data packets at each Hub
in the destination’s Hub list, in addition to being able to reach
the destination outside a Hub during geographic forwarding.
On the other hand, lower values of the ratio (i.e., nodes spend
considerable amount of time within Hubs) only substantiates
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Fig. 6. (a) Data Throughput (b) Relative Control Overhead (c) Approximation Factor for End-to-End Delay, vs. Ratio of Inter-Hub Transit Time to Hub Stay

the practicality of the Hub list information. DSR seems to
be doing relative well for three different cases. First, when
nodes spend more time outside Hubs than inside, they have a
low Inter-Hub speed, in addition to the default low Intra-Hub
speed. This overall reduction in node velocity increases route
stability in DSR, leading to good throughput. Second, when
nodes spend most of their time within Hubs, they move with
low (default) Intra-Hub speed leading once again to increased
route stability. Third, DSR also seems to be doing well when
nodes spend an equal amount of time inside and outside Hubs,
which leads to a more uniform node distribution that ultimately
increases the chances of route discovery via flooding.

Relative Control Overhead: The relative performances of
LAR1, SOAR-2, and SOAR-1 in Figure 6(b) are similar to
that observed in Figure 5(b), and for similar reasons. While
LAR1 and SOAR protocols show more or less consistent
performances, DSR performance directly reflects the impact
of the three cases mentioned in the discussions of Data
Throughput in this same section, on the control overhead.

Approximation Factor for End-to-End Delay: In terms of
this metric, LAR1 has the highest values while both SOAR-2
and DSR show comparable minimum results in Figure 6(c).
DSR however, achieves this average approximation factor over
a much smaller set of successfully delivered data packets when
compared to the other three protocols. SOAR-2 does better
than SOAR-1 as expected due to a higher amount of Hub list
caching. As node speed increases however, and they stay in
Hubs more often and travel very quickly in between Hubs
(i.e. lower ratio values), LAR may cache the lower Intra-
Hub Speed and estimate a region around the last known Hub.
Thus, anytime a node moves out of a Hub, LAR1 may fail
to estimate the location correctly, thereby incurring higher
delay with decreasing values of the ratio of Inter-Hub time

to Hub stay time. This is also supported by marginal increase
in LAR1 overhead, and marginal decrease in LAR1 throughput
for smaller ratio values.

D. Variation in Radio Range (and Hub size)
The effect of a fixed radio range on varying Hub sizes has

already been discussed in Section IV-B. In this section, we
scale the terrain up by varying the Hub size and the radio
range simultaneously, while retaining the default number of
nodes and data connections.

Data Throughput: As seen in Figure 7(a), all protocols
perform poorly with a smaller radio range. This can be
explained as follows. In general, the average path length (in
radio hops) between a source-destination pair increases with a
smaller radio range. For LAR1 and DSR, the main impact of
this effect is to increase the probability of a link failure, and
ultimately leading to route failures. In the SOAR protocols, a
reduced radio range implies a lower number of radio neighbors
who can continue greedy forwarding. This in turn increases the
probability of failure due to the occurrence of local maxima
in greedy forwarding. With larger radio ranges, all protocols
perform much better as expected.

Relative Control Overhead: Due to an increased average
path length caused by a smaller radio range, flooding based
protocols will incur higher overhead and delays. This is
confirmed in Figure 7(b), which shows that both LAR1 and
DSR have significant amount of control overhead for lower
radio range values. However, in the SOAR protocols this effect
is not as significant as in DSR or LAR1. For smaller radio
ranges, nodes in SOAR have a lower number of neighbors that
implies a lower number of acquaintances and lower protocol
maintenance overhead on average. For higher radio ranges,
nodes get to know of many other nodes’ Hub lists, leading to



UNIVERSITY AT BUFFALO: CSE TECHNICAL REPORT 10

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 50  100  150  200  250

D
at

a 
T

hr
ou

gh
pu

t (
%

)

Radio Range (meters)

SOAR-2
SOAR-1

LAR1
DSR

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0.06

 0.07

 0.08

 0.09

 0.1

 0.11

 0.12

 50  100  150  200  250

R
ea

lti
ve

 C
on

tr
ol

 O
ve

rh
ea

d 
(b

yt
es

)

Radio Range (meters)

LAR1
DSR

SOAR-2
SOAR-1

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 50  100  150  200  250

A
pp

ro
xi

m
at

io
n 

F
ac

to
r 

fo
r 

E
nd

-t
o-

E
nd

 D
el

ay

Radio Range (meters)

LAR1
SOAR-1
SOAR-2

DSR

(a) (b) (c)
Fig. 7. (a) Data Throughput (b) Relative Control Overhead (c) Approximation Factor for End-to-End Delay, vs. Radio Range (Hub Size = Radio Range)

reduced overhead in terms of request/response packets. Thus,
the overhead in SOAR is seen to be consistent across varying
radio ranges.

Approximation Factor for End-to-End Delay: Figure 7(c)
shows the delay for both LAR1 and DSR to be significantly
higher for low radio range values. This is because longer paths
in source routing schemes break more often, causing retrans-
missions resulting in higher delays. In the SOAR protocols,
since nodes move in an orbit, they continue to share Hub lists
with other nodes in Hubs and is unaffected by the varying
radio range. Thus, the delay performance remains consistently
lower with respect to DSR and LAR1.

An interesting point worth mentioning here is the relation of
the node/route discovery latency in each protocol with the path
length (in radio hops) between the source and the destination.
In both LAR1 and DSR, the discovery latency for a previously
unknown node may be directly proportional to the distance (in
radio hops) between the source and the destination. Even if
the caches within nodes are considered, longer routes have
a higher probability of link breaks, leading to higher delay.
However, in SOAR protocols, this relation is not that intuitive.
For example, in SOAR-1, a source node may need to learn
about a destination 2 hops away by querying an acquaintance
that is say 4 hops away, thereby increasing the approximation
factor for the end-to-end delay (i.e., the observed delay with
respect to the ideal delay based on the distance between the
source and the destination). On the other hand, it is equally
likely that a source node may learn about a destination that is 4
hops away by simply querying a 1 hop neighbor, that happens
to be an acquaintance of the destination. More specifically,
since the Hub lists stay valid much longer than route caches,
longer source-destination distances may still have end-to-end
delays close to the ideal case due to reduced discovery latency.
Thus, in SOAR the discovery latency is tightly coupled with
the knowledge of each node about other nodes’ Hub lists, and
not as much dependent on the radio hop distance between the
source and the destination as in LAR1 and DSR.

E. Variation in Number of Nodes (and Data Connections)
Finally, we study the effect of network load on our routing

protocols by varying the number of nodes while keeping the
number of connections per user constant, resulting in a varying
total number of connections.

Data Throughput: With a small number of nodes (and con-
nections), LAR1 performs the best as shown in Figure 8(a). In

this case, DSR also benefits considerably and in fact, performs
as well as SOAR protocols. As for the SOAR protocols, a very
small number of nodes increases the chances of encountering
a local maxima (or routing hole) while performing geographic
forwarding. Additionally, with a fewer connections, SOAR
protocols can no longer benefit much by allowing nodes to
learn other node’s Hub lists as they forward data packets
for other nodes. Nonetheless, as the number of nodes (and
data connections) increases beyond 40, SOAR achieves highest
throughput while DSR begins to get increasingly affected by
the broadcast storm problem as discussed earlier.

Relative Control Overhead: As shown in Figure 8(b), for
all the protocols, the relative overhead reduces with increased
number of nodes as they can make better use of the different
information (path, location, velocity, Hub list) cached in the
intermediate nodes. The relative performance of the three
protocols remains unchanged.

Approximation Factor for End-to-End Delay: Figure 8(c)
shows that both LAR1 and DSR have a significantly higher
delays with a small number of nodes as in the case of having a
small radio range (though not as bad). This is because flooding
becomes ineffective when there is a only small number of
nodes that are restricted to move and stay within fixed Hubs.
On the other hand, in SOAR protocols, the orbital mobility
information of the nodes is still effective enough to keep the
node discovery latency to a consistently low value.

To summarize, based on the above study, we can firmly
claim that while DSR and LAR make tradeoffs between
throughput, control overhead and delay, SOAR is far superior
to any one of these protocols in terms of higher data through-
put, lower control overhead, and shorter end-to-end delay.

V. COMPARISON WITH RELATED WORK

As discussed earlier in the introduction, the growing aware-
ness of the significant effect of node mobility on protocol
performance led to the parallel evolution of practical mobility
models, and mobility pattern adapting routing schemes. The
most popular Random Waypoint model was clearly not too
realistic, and its limitations were critically analyzed by the
authors in [23]. In [33], the authors suggested enhancements
to the model itself, like the use of acceleration to smoothen
changes in speed and direction. At the same time, others
started looking at different practical aspects of realistic mo-
bility. While the authors in [3] focused on the application of
voronoi graphs to model mobility in face of obstacles, those
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in [4], integrated 3 sub-models: perception, behavioral and
movement, to simulate the mobility of each individual node
as a close interaction of simple behavioral traits. To guarantee
a steady state in node movement distributions, the authors in
[5] used renewal theory, while authors in [34] introduced the
concept of stochastic correlation in their VUM (variable user
mobility) model for cellular systems.

Modeling of mobility was not however restricted to the
individual nodes. The importance of group mobility was
realized to suit several realistic scenarios like in military drills,
disaster recovery, search party, etc. Accordingly, the authors
in [6], [7] proposed a mobility model called Reference Point
Group Mobility, where an existing group leader determines
a group’s collective movement, while other members move
independently within a small speed and angle deviation from
that of the leader. Later they extended the mobility vector
model into a framework, softening changes in speed and
direction. In [8], the authors surveyed several such Entity
based (e.g., Boundless Area, Gauss-Markov) and Group based
(e.g., Column, Nomadic, Pursue) mobility models for ad hoc
networks. In [1], the authors formalized a framework for
analyzing mobility models in terms of protocol independent
metrics, and also proposed the Manhattan and Freeway models
to suit city-wide traffic.

Literature also suggested work that observed mobility in
different hierarchical levels. In [9], the authors suggested two
hierarchical layers for a wireless ATM network: a deterministic
Global Mobility Model (GMM) to describe inter-cell move-
ments, and a stochastic Local Mobility Model (LMM) to de-
scribe intra-cell movements. In [10], the authors applied trans-
portation theory to model: City Area, Area Zone, and Street
Unit, at three hierarchical levels of detail. On the same note,
the authors in [11] proposed the Metropolitan (METMOD),
National (NATMOD) and International (INTMOD) mobility
models to respectively suit movements within metropolitan
areas, in between them and in between countries.

Despite this wide range of study on practical mobility,
no prior work has admitted the realization of sociological
impact on the mobility of MANET users within a society at a
higher level of abstraction. Our contribution to this end is the
observation of the close association of user (node) mobility
with a pattern of visits to geographic regions of some social
significance.

On the other hand, work was also done to aid routing pro-

tocols in countering the ill effects of node mobility in various
ways. The initial flooding based source routing schemes (e.g.,
[2], [35]) turned to aggressive caching of routes to reduce the
route discovery delay. The authors in [12] also cached the
node velocity and were able to restrict the flooding required
by computing an expected zone containing a node. With the
advent of localization techniques and GPS technology, several
location management schemes ([16], [36], [37], [38] coupled
with geographic routing provided with effective routing so-
lutions in the face of node mobility. However, such accurate
knowledge of node locations comes at the high price of control
overhead in terms of frequent location updates, and other
protocol maintenance.

It was not until the awareness of mobility impact on protocol
performance started growing, that researchers started study-
ing the effects of various realistic scenarios on the existing
MANET routing protocols (e.g., [39], [40]). Moving one step
further, the authors in [13], [14], suggested methods like a con-
nected virtual backbone to help routing protocols adapt to node
mobility. Around the time that literature started suggesting
practical mobility models, some researchers (e.g., [20], [21],
[19] started to focus on mobility pattern/information awareness
in routing protocols. Their motivation however, was the use
of such mobility pattern identification, through continuous
location tracking, in micro level mobility prediction that helps
take low level routing decisions like the best choice of next
hop in a path, link expiry prediction for QOS routing, etc.

Our work does not contend the efforts mentioned above.
While they maintained their focus on the lower level of
routing issues, we concentrated on the macro level mobil-
ity information that may be extracted from the observation
of sociological movement pattern of MANET users within
a social environment. Just as they used their micro level
information for lower level mobility prediction, we use our
information for a higher Hub level location management. The
authors in [41] acknowledged the higher probability of a node
visiting a location which it has frequented the most in the past.
They developed a delivery predictability metric to perform
probabilistic routing for intermittently connected networks like
the Delay Tolerant Networks (DTN). However, unlike us,
they did not attempt to profile the user mobility based on
a collection of such regions that are visited by it most often
in some periodic sequence. To the best of our knowledge,
we are among the first to both imply the existence of such a
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sociological mobility profile for a MANET user, and exploit
it in making Hub or, macro level location management and
routing decisions.

VI. CONCLUSION

In this work, we have exploited a higher level of mobility
information abstraction. Specifically, we have observed the
social influence on the macro-mobility of each MANET user
and suggested an orbital movement pattern for each user based
on a list of places or Hubs that they frequently visit. We have
used this simple yet practical mobility information to perform
intelligent routing. In particular, we have proposed a Socio-
logical Orbit Aware Routing (SOAR) protocol for MANET
and established the advantages of SOAR over conventional
MANET routing protocols like LAR and DSR in terms of
higher data throughput, lower control overhead, and lower end-
to-end delay.
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